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High-resolution molecular spectroscopy is a sensitive probe for violations of fundamental symmetries.
Symmetry violation searches often require, or are enhanced by, the application of an electric field to
the system under investigation. This typically precludes the study of molecular ions due to their inherent
acceleration under these conditions. Circumventing this problem would be of great benefit to the
high-resolution molecular spectroscopy community since ions allow for simple trapping and long inter-
rogation times, two desirable qualities for precision measurements. Our proposed solution is to apply an
electric field that rotates at radio frequencies. We discuss considerations for experimental design as well
as challenges in performing precision spectroscopic measurements in rapidly time-varying electric fields.
Ongoing molecular spectroscopy work that could benefit from our approach is summarized. In particular,
we detail how spectroscopy on a trapped diatomic molecular ion with a ground or metastable 3D1 level
could prove to be a sensitive probe for a permanent electron electric dipole moment (eEDM).

� 2011 Elsevier Inc. All rights reserved.
1. Introduction

1.1. High-resolution molecular spectroscopy as a probe of
fundamental physics

The quest to verify the most basic laws of nature, and then to
search for deviations from them, is an ongoing challenge at the
frontier of precision metrology. To this end, high resolution spec-
troscopy experiments have made significant contributions over
the years. For example, the coupling strengths and transition ener-
gies between atomic and molecular levels are predominantly
determined by the electromagnetic interaction. However, the Stan-
dard Model does include fundamental processes, e.g., the weak
interaction [1], which have spectroscopic signatures that are both
theoretically calculable and experimentally detectable. Parity-vio-
lating transition amplitudes, forbidden by the electromagnetic
interaction but allowed in the presence of the weak interaction,
have been calculated and measured in atomic cesium [2,3] and
ytterbium [4] with sufficient precision to test electroweak theory
at the �1% level. In addition, high-resolution molecular
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spectroscopy experiments are underway to probe parity violation
in chiral polyatomic molecules [5–8] and to probe nuclear spin-
dependent parity violation in diatomic molecules [9,10]. Looking
outside of the Standard Model, precision molecular spectroscopy
experiments have been designed to search for time-variation of
fundamental constants, such as the electron-to-proton mass ratio
[11–15] and the fine structure constant [11,16], as well as to search
for simultaneous parity and time-reversal symmetry violation in
the form of permanent electric dipole moments (EDMs) [17–30].

In most cases, atoms and molecules that are either neutral or io-
nic can be studied in an effort to observe the same underlying
physics; however, typically there are technical advantages to
selecting one system over the other. Systems of neutral, as opposed
to ionic, particles are attractive for precision spectroscopic studies
due to the relative ease of constructing high-flux neutral particle
beams, the relatively weak interactions between neutral particles,
and the lack of coupling between the translational motion of neu-
tral particles and external electromagnetic fields. Conversely,
charged particles are favored due to the relative ease of construct-
ing ion traps and the long interrogation times that come with
studying trapped particles. Indeed, some of the most stringent
tests of the Standard Model have been performed using trapped
ions [31–34], and spectroscopy on trapped molecular ions is of fun-
damental interest for studying interstellar chemistry [35–37].
Looking to combine the techniques of ion trapping and
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Table 1
Theoretical predictions of the electron electric dipole moment, de. Current listings are
taken from Ref. [61], which extracted the numbers from Refs. [57,58].

CP violating model jdej (e cm)

Standard Model jdej < 10�38

Supersymmetric models jdej < 10�27

Left-right symmetric models 10�28 < jdej < 10�26

Higgs models 10�28 < jdej < 3 � 10�27

Lepton flavor changing models 10�29 < jdej < 10�26
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high-resolution molecular spectroscopy, several research groups
are working to develop experimental platforms for studying
ensembles of trapped molecular ions [38–43].

The additional degrees-of-freedom afforded to molecular sys-
tems, in comparison with simple atomic systems, provide addi-
tional interaction mechanisms and correspondingly more routes
for experimental investigation. For example, molecular levels are
inherently more sensitive to applied electric fields due to the pres-
ence of nearby states of opposite parity, e.g., rotational levels and/
or K-doublet levels. On the surface, this means that the Stark shifts
observed in molecular spectra will be significantly larger than the
corresponding shifts to atomic transitions. More fundamentally,
this means that in relative weak electric fields the quantum eigen-
states of an atomic system are still dominated by a single parity
eigenstate, while the quantum eigenstates of molecular systems
asymptotically approach an equal admixture of even and odd parity
eigenstates. There are several classes of atomic and molecular sym-
metry violation experiments where larger Stark mixing amplitudes
give rise to larger signals. For example, the parity violation signals
already attained in atomic systems [2–4] are expected to be ex-
ceeded by the next-generation of experiments using polarized dia-
tomic molecules [9,10]. Similarly, in experiments designed to
search for permanent electric dipole moments, the expected signal
size scales with the ability to thoroughly mix parity eigenstates
and increases dramatically when going from atoms to diatomic
molecules [44–46].

Herein lies the conundrum for symmetry violation searches
using trapped molecular ions: the electric field required to fully
polarize the molecules will interfere with the electromagnetic
fields necessary for trapping the ions with the likely result of accel-
erating the ions out of the trap. Our solution to this problem is to
apply an electric field that rotates at radio frequencies. Under these
conditions, the ions will still accelerate, however they will undergo
circular motion similar to charged particles in a Penning trap [31–
33] or storage ring [47–52]. The nuances of performing high
-resolution electron spin resonance spectroscopy in this environ-
ment will be the main focus of this work, with the ultimate goal
of demonstrating that such an experiment on the valence electrons
in a ground or metastable 3D1 level could prove to be a sensitive
probe for a permanent electron electric dipole moment (eEDM).

1.2. Motivation for electric dipole moment searches

The powerful techniques of spin resonance spectroscopy, as ap-
plied to electrons, muons, nuclei, and atoms, have made possible
exquisitely precise measurements of electric and magnetic dipole
moments. These measurements in turn represent some of the most
stringent tests of existing theory, as well as some of the most sen-
sitive probes for new particle physics. As an example, the recent
improved measurement of the electron’s magnetic moment [33]
agrees with the predictions [34] of quantum electrodynamics out
to four-loop corrections. Compared to the electron work, muonic
g-2 measurements [53,54] are less accurate but are nonetheless
more sensitive (due to the muon’s greater mass) to physics beyond
the Standard Model. Digging a new-physics signal out of the muon
g-2 measurement is made difficult by uncertainty in the hadronic
contributions to the Standard Model prediction [55]. One of the
primary motivations for experimental searches for electric dipole
moments (EDM) is the absence of such Standard Model back-
grounds to complicate the interpretation of these studies. In the
case of the electron, for example, the Standard Model predicts an
electric dipole moment less than 10�38 e cm [56]. The natural scale
of the electron electric dipole moment (eEDM) predicted by super-
symmetric models is 10�29–10�26 e cm [57–59] (Table 1). The cur-
rent experimental limit is jdej < 1.6 � 10�27 e cm [60]. With
predictions of new physics separated by nine orders of magnitude
from those of ‘‘old’’ physics, and with the current experimental
situation such that a factor-of-ten improvement in sensitivity
would carve deeply into the predictions of supersymmetry, an im-
proved measurement of the eEDM is a tempting experimental goal.
In this paper we will describe an ongoing experiment that we be-
lieve will be able to improve on the existing experimental upper
limit for an eEDM by a factor of thirty in a day of integration time.

1.3. A brief overview of the JILA experiment

Our JILA eEDM experiment will be based on electron spin reso-
nance (ESR) spectroscopy in a sample of trapped diatomic molecu-
lar ions. We will use an K-doubled molecular state that can be
polarized in the lab frame with a lab frame electric field of only a
few volts/cm. The very large internal electric field of the molecule,
coupled with relativistic effects near the nucleus of a heavy atom,
will lead to a large effective electric field, Eeff , on the electron spin.
Confining the molecules in a trap leads to the possibility of very
long coherence times and therefore high sensitivity. Trapping of
neutral molecules has been experimentally realized recently, but
it remains an extremely difficult undertaking. Conversely, trapping
of molecular ions is straight forward to implement with long-
established technology.

On the face of it, measuring the electric dipole moment of a
charged object is problematic. Even for a relatively polarizable ob-
ject like a molecule, one must apply sufficient electric field to mix
energy eigenstates of opposite parity. This field will cause the ion
to accelerate in the lab-frame and limit trapping time. We will cir-
cumvent this problem via the application of a rotating electric bias
field, which will drive the ion in a circular orbit. The rotation rate
will be slow enough that the molecule’s polarization can adiabati-
cally follow the electric field, but rapid enough that the orbit diam-
eter is small compared to the trap size. The ESR spectroscopy will
be performed in the rotating frame. We note that this approach is
conceptually related to efforts measuring electric dipole moments
of charged particles in storage rings [47–52], but in our case the
radius of the circular trajectory will be measured in millimeters,
not meters. Precision spectroscopy in time-varying fields can be
afflicted with novel sources of decoherence and systematic error,
which will be discussed in Sections 4–6.

1.4. A comparative survey of ongoing experimental work

The primary purpose of this section will be to review experi-
mental searches for eEDM. We will make no attempt to survey
the rapidly increasing diversity of low-energy [62] and astrophys-
ical searches for physics beyond the Standard Model. A subset of
that broad area of endeavor is the search for permanent electric
dipole moments (EDMs), and a subset within that focuses on elec-
trons (eEDMs). For comparative surveys of the discovery potential
of various EDM studies see [63–67], we summarize here by saying
that from the point of view of new physics, experiments on leptons
provide physics constraints complementary to those on diatomic
atoms and to those directly on bare nucleons and nuclei. As for
the lepton experiments, there is work on the tau lepton [68], on
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muons [51,52] and of course on electrons as discussed in some de-
tail below. The current best neutron EDM measurement was done
at ILL [69]; there are ongoing neutron EDM searches [69–71].
Beam-line measurements on bare nucleons are envisioned [72].
The current best atomic dipole measurement is an experiment is
in the diamagnetic species, Hg, by the Washington group [73].
Many other groups are looking for EDMs in diamagnetic (that is,
net electron spin S = 0), ground-state electronic levels in Hg [73],
Xe [74–77], Rn [78], Yb [79] and Ra [67,80–82]. Experiments on
diamagnetic atoms (with net electron spin S = 0) are sensitive to
new physics predominantly via the nucleonic contribution to the
Schiff moment of the corresponding atomic nucleus. Higher-order
contributions from eEDM contribute to the atomic EDM of S = 0
atoms [83], but these are probably too small to provide a compet-
itive eEDM limit.

For 20 years the most stringent limits on the eEDM have been
the atomic-beam experiments of Commins’ group at Berkeley
[60,61,84]. That work set a standard against which one can com-
pare ongoing and proposed experiments to improve the limit. Here
is a brief survey of ongoing experiments of which we are aware.

For evaluating the sensitivity of an eEDM experiment the key
figure-of-merit is Eeffs

ffiffiffiffi
N
p

, where Eeff is the effective electric field
on the unpaired electron, s is the coherence time of the resonance,
and N is the number of spin-flips that can be counted in some rea-
sonable experimental integration time, for instance 1 week. The
statistics-limited sensitivity to the eEDM is just the inverse of
our figure-of-merit. We will discuss the three terms in order.

The conceptually simplest version of an eEDM experiment
would simply be to measure the spin-flip frequency of a free elec-
tron in an electric field Elab; xd ¼ deElab, where de is the electric di-
pole moment of the electron [85]. Alas, a free electron in a large
electric field would not stay still long enough for one to make a
careful measurement of its spin-flip frequency; in practice all
eEDM experiments involve heavy atoms with unpaired electron
spins. An applied laboratory electric field distorts the atomic wave-
function, and the eEDM contribution to the atomic spin-flip fre-
quency xd is enhanced by relativistic effects occurring near the
high-Z nucleus [86,87], so that xd ¼ deEeff , where the effective
electric field Eeff can be many times larger than the laboratory elec-
tric field Elab. The enhancement factor is roughly proportional to Z3

although details of the atomic structure come into play such that
the enhancement factors for thallium (Z = 81) and cesium (Z = 55)
are �585 [88] and +114 [89], respectively. Practical DC electric
fields in a laboratory vacuum are limited by electric breakdown
to about 105 V/cm. The Commins experiment used a very high-Z
atom, thallium, and achieved an Eeff of about 7 � 107 V/cm [60].
There have been proposed a number of experiments in cesium
[90–92] that expect to achieve Eeff of about 107 V/cm. A completed
experiment at Amherst [93] achieved Eeff ¼ 4:6� 105 V=cm in Cs
by using Elab ¼ 4 kV=cm.

It was pointed out by Sandars [44–46] that much larger Eeff can
be achieved in polar diatomic molecules. In these experiments, the
atomic wavefunctions of the high-Z atom are distorted by the ef-
fects of a molecular bond, typically to a much lighter partner atom,
rather than by a laboratory electric field. One still applies a labora-
tory electric field, but it need be only large enough to align the po-
lar molecule in the lab frame. The Imperial College group [22] is
working with YbF, for which the asymptotic value of Eeff is
26 GV/cm [22,94–99]. The Yale group [17–19] uses PbO, with an
asymptotic value of Eeff ’ 25 GV=cm [20,21,100]. The Oklahoma
group [24] has proposed to work with PbF, which has a limiting
value of Eeff ’ 29 GV=cm [25,26]. The ACME collaboration [27] will
use ThO, with Eeff ’ 100 GV=cm [28]. The Michigan group is work-
ing with WC, with Eeff ’ 54 GV=cm [29]. We will discuss candidate
molecules for our experiment in Section 2.2; we anticipate having
an Eeff of around 25–90 GV/cm [28,30,101].
After Eeff , the next most important quantity for comparison is
the coherence time s, which determines the linewidth in the spec-
troscopic measurement of xd. In Commins’ beams experiment, s
was limited by transit time to 2.4 ms. Future beams experiments
may do better with a longer beam line [24], or with a decelerated
beam [102]. Groups working in laser-cooled cesium anticipate
coherence times of around 1 s, using either a fountain [90] or an
optical trap [91,92]. The PbO experiment has s limited to 80 ls
by spontaneous decay of the metastable electronic level in which
they perform their ESR. Coherence in ThO experiment will be lim-
ited by the excited-state lifetime to 2 ms [27]. A now discontinued
experiment at Amherst [93] achieved s = 15 ms in a vapor cell with
coated walls and a buffer gas. The JILA experiment will work with
trapped ions. The mechanisms that will limit the coherence time in
our trapped ions are discussed in Sections 4 and 5. We anticipate a
value in the vicinity of 300 ms.

The quantity Eeff converts a hypothetical value of de into a fre-
quency xd, and s sets the experimental linewidth of xd. The final
component of the overall figure-of-merit is

ffiffiffiffi
N
p

, which, assuming
good initial polarization, good final-state sensitivity, and low back-
ground counts, determines the fractional precision by which we
can split the resonance line. Since we have defined N as the num-
ber of spin flips counted, detection efficiency is already folded into
the quantity. Vapor-cell experiments such as those at Amherst or
Yale can achieve very high values of effective N, atomic beams ma-
chines are usually somewhat lower, and molecular beams usually
lower yet (due to greater multiplicity of thermally occupied states.)
Atomic fountains and atomic traps have still lower count rates, but
the worst performers in this category are ion traps. The JILA exper-
iment may trap as few as 100 ions at a time, and observe only four
transitions in a second.

The discussion above is summarized in Table 2. To improve on
the experiment of Commins, it is necessary to do significantly bet-
ter in at least one of the three main components of the figure-of-
merit. The various ongoing or proposed eEDM experiments can
be sorted into categories according to the component or compo-
nents in which they represent a potential improvement over the
Commins’ benchmark. The prospects of large improvements in
both s and Eeff put JILA’s experiment in its own category. This com-
bination means that our resonance linewidth, expressed in units of
a potential eEDM shift, will be 105 times narrower than was Com-
mins’. Splitting our resonance line by even a factor of 100 could
lead to an improved limit on the eEDM. This is an advantage we
absolutely must have, because by choosing to work with trapped,
charged molecules, we have guaranteed that our count rate, _N, will
be far smaller than those of any of the competing experiments.

We note that there are in addition ongoing experiments
attempting to measure the eEDM in solid-state systems [103–
106]. These experiments may also realize very high sensitivity,
but because they are not strictly speaking spectroscopic measure-
ments, it is not easy to compare them to the other proposals by
means of the same figure-of-merit.

Finally, atoms with diamagnetic ground states may have S – 0
metastable states amenable to an eEDM search [107]. Closely
spaced opposite parity states in Ra can give rise to an Eeff on the
electron spin larger [108] than in Tl or Cs, but very short coherence
times [108] may make complicate efforts [67] to measure the
eEDM in Ra.

1.5. Outline

A brief overview on the molecular level structure where the
eEDM will be measured and on how the measurement will be
performed is given below in Section 2. Some aspects of the exper-
imental design, including production of molecular ions and ion
trapping will be covered in Section 3. Difficulties in performing



Table 2
Figure-of-merit comparison between several recently completed and ongoing eEDM experiments. For ongoing experiments these numbers are subject to change and are often
order-of-magnitude estimates. For the JILA entry M is Hf, Th, or Pt and x is H or F.

Group Refs. Species Elab ðV=cmÞ Eeff ðV=cmÞ s (s) _N ðs�1Þ

Berkeley [60] Tl 1.23 � 105 7 � 107 2.4 � 10�3 109

Amherst [93] Cs 4 � 103 4.6 � 105 1.5 � 10�2

LBNL [90] Cs 105 107 1 109

Texas [92] Cs 105 107 1
Penn State [91] Cs 105 107 1
Yale [17–21] PbO 10 2.5 � 1010 8 � 10�5

Imperial [22,23] YbF 8.3 � 103 1.3 � 1010 10�3

Oklahoma [24–26] PbF 7 � 104 2.9 � 1010

ACME [27,28] ThO 102 1011 2 � 10�3 105

Michigan [29] WC 5.4 � 1010 10�3

JILA This work Mx+ 5 3 � 9 � 1010 0.2 � 1 � 10
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precision spectroscopy in time-varying and inhomogeneous elec-
tric and magnetic fields will be discussed in Section 4. This will in-
clude discussions of trap imperfections, stray magnetic fields, and
effects of rotating bias fields. Experimental chops used to minimize
systematic errors will also be explained. In Section 5, the effects on
spin coherence time and systematic errors of ion–ion collisions will
be investigated. An estimate for experimental sensitivity to the
eEDM will be given in Section 6. Appendix A gives a listing of vari-
ables used throughout the paper and a sample set of experimental
parameters.

2. Molecular structure and the basic spectroscopic idea

2.1. Molecular notation

As we prepare this paper, we have not made a final decision as
to which molecule we will use. For reasons discussed below, the
main candidates are diatomic molecular ions Mx+, where M = Hf,
Pt, or Th and x = H or F. In the case of molecules such as HfF+, ab
initio methods [30,101] enable us to determine that the 3D state
is well described by a set of Hund’s case (a) quantum numbers: J,
S, R, K, X, MJ, e/f. Here J is the sum of electronic plus rotational
angular momentum, S the total electronic spin angular momen-
tum, R the projection of S onto the molecular axis, K the projection
of L, the electronic orbital angular momentum, onto the molecular
axis, and X the projection of J onto the molecular axis. In a case (a)
3D molecule jXj can take the values one, two or three. MJ is the pro-
jection of J along the quantization axis and the labels e/f specify the
parity of the molecular state.

In addition to these quantum numbers, the experiment will be
concerned with the nuclear spin quantum number I, the total
angular momentum quantum number F, given by the vector sum
of J and I, and mF the projection of F along the quantization axis.
Throughout this paper we shall assume a total nuclear spin of
I = 1/2, the nuclear spin of fluorine or hydrogen. This leads to the
values F = 3/2 and F = 1/2 for the states of experimental interest.

2.2. Choosing a molecule

In selecting a molecular ion for this experiment we have several
criteria. First, we want a simple spectrum. Ideally, we would like the
supersonic expansion to be able to cool the molecules into a single
internal quantum state so that every trapped molecule could con-
tribute to the contrast of the spectroscopic transition. Failing that,
we want to minimize the partition function by using a molecule
with a large rotational constant, most likely a diatomic molecule
with one of its atoms being relatively light. Small or vanishing nu-
clear spin is to be preferred, as are atoms with only one abundant
isotope. Second, we need to be able to make the molecule. This
requirement favors more deeply bound molecules and is the main
reason we anticipate working with fluorides rather than hydrides.
Third, the molecule should be polarizable with a small applied elec-
tric field, i.e. it should have a relatively small K-doublet splitting,
xef. Fourth, and most important, the molecule should have un-
paired electron spin that experiences a large value of Eeff .

These latter two requirements would appear to be mutually
exclusive: a small K-doublet splitting requires a large electronic
orbital angular momentum, which prohibits good overlap with
the nucleus required for a large Eeff . Fortunately, working with
two valance electrons in a triplet state allows us to satisfy our
needs. One valance electron can carry a large orbital angular
momentum making the molecule easily polarizable, while the
other can carry zero orbital angular momentum giving it good
overlap with the nucleus and generating a large Eeff . This concept
was detailed by some of us in Ref. [30] and for the 3D1 state of
interest here, the two valance electrons occupy molecular r and
d orbitals. Our calculations, as well as those of Ref. [101], indicate
that in the 3D1 state of ThF+ and HfF+ we should expect xef [ 2p �
40 kHz with Eeff � 90 GV=cm for ThF+ and Eeff � 30 GV=cm for HfF+

[28,101].

2.3. jXj = 1 versus jXj = 3

We mention one final valuable feature we look for in a candi-
date molecule: a small magnetic g-factor, so as to reduce the vul-
nerability to decoherence and systematic errors arising from
magnetic fields. To the extent that spin–orbit mixing does not
mix other jXj = 1 states into a nominally 3D1 molecular level, it will
have a very small magnetic moment, a feature shared by PbF in the
2P1/2 state [24]. This is because R = �K/2, and because the spin g-
factor is �2 times the orbital g-factor. Under these conditions, the
contributions of the electronic spin and orbital angular momentum
to the net molecular magnetic dipole moment nominally cancel. In
HfF+, the magnetic moment of a stretched magnetic sublevel level
of the 3D1, J = 1 rotational ground state is about 0.05 lB. This is a
factor of 20 less than the magnetic moment of ground state atomic
cesium. In the 3D3 level, on the other hand, the magnetic moment
in the stretched Zeeman level is 4.0 lB. The jXj = 3 state may none-
theless be of scientific interest. The 3D1 and 3D3 levels have Eeff

equal in magnitude but opposite in sign. If one could accurately
measure the science signal, xd, in the 3D3 level despite its larger
sensitivity to magnetic field background (and despite its shorter
spontaneous-decay lifetime), the comparison with the 3D1 result
would allow one to reject many systematic errors.

2.4. jXj = 1, J = 1 K-doublet

Since we have not made a final decision as to which molecule
we will use, and also because we have yet to measure the hyperfine
constants of our candidate molecules, the discussion of level
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schemes in this section will be qualitative in nature, usually
emphasizing general properties shared by all the molecules we
are investigating. To simplify the discussion, we will specialize to
discussing spectroscopy within the J = 1 rotational manifold of a
molecular 3D1 level.

For Hunds’ case (a) molecular levels with jKjP 1, each rota-
tional level is a K-doublet, that is, it consists of two closely spaced
levels of opposite parity. We can think of the even (odd) parity level
as the symmetric (antisymmetric) superposition of the electronic
angular momentum lying predominantly parallel and antiparallel
to the molecular axis (Fig. 1a). The parity doublet is split by the
K-doubling energy xef. A polar diatomic molecule will have a per-
manent electric dipole moment,~dmf , aligned along the internuclear
axis n̂, but in states of good parity, there will be vanishing expecta-
tion value hn̂i in the lab frame. An applied laboratory electric field,
Erot, will act on dmf to mix the states of good parity. In the limit of
dmfErot � xef , energy eigenstates will have nonvanishing hn̂i in
the lab frame. More to the point, X, a signed quantity given by
the projection of the electron angular momentum on the molecular
axis, ðL

!
þ S
!
Þ � n̂, can also have a nonzero expectation value (Fig. 1b).

Heuristically, it is the large electric fields developed internal to the
molecule, along n̂, that gives rise to the large value of Eeff that the
electron spin can experience in polar molecules. In the absence of
the K-doublet mechanism for polarizing the molecule, a much lar-
ger field would be necessary, dmfElab � 2Be, to mix rotational states
with splitting typically twice the rotational constant Be. For HfF+, we
estimate xef will be 2p � 10 kHz, whereas Be will be about
2p � 10 GHz. For a dipole moment dmf = 4.3 D, mixing the K-dou-
blet levels will take a field well under 1 V/cm, whereas ‘‘brute force’’
mixing of rotational levels would require around 10 kV/cm. For an
experiment on trapped ions, the smaller electric fields are essential.

In the context of their eEDM experiment on the a3R1 level in
PbO, DeMille and his colleagues have explored in some detail
[17–19] the convenient features of an jXj = 1, J = 1 state, especially
with respect to the suppression of systematic error. Our proposal
liberally borrows from those ideas. In a molecule with at least
one high-Z atom, 3D1 states will be very similar to the a3R1 state
of PbO, but with typically smaller values of xef and much smaller
values of magnetic g-factor. Singly charged molecules with spin
(a) (b)

Fig. 1. Energy levels of HfF+ in the 3D1, J = 1 state including hyperfine structure associate
molecular axis of the electronic orbital angular momentum, and spin, respectively. X = K
jei ¼ ðjX ¼ þ1i � jX ¼ �1iÞ=

ffiffiffi
2
p

and jf i ¼ ðjX ¼ þ1i þ jX ¼ �1iÞ=
ffiffiffi
2
p

, separated by a sma
states with well defined X. (c) A small magnetic field lifts the degeneracy between states
breaks this degeneracy, but with opposite sign for the upper (solid arrow) and lower (d
triplet states will necessarily have an odd-Z atom, and thus the
unavoidable complication of hyperfine structure, not present in
PbO.

In Fig. 1 we present the 3D1, J = 1 state with hyperfine splitting
due to the fluorine I = 1/2 nucleus. A key feature is the existence of
two near-identical pairs of mF-levels with opposite parity. As seen
in Fig. 1b, an external electric field, Erot, mixes these opposite parity
states to yield pairs of mF-levels with opposite sign of Eeff [19] rel-
ative to the external field. Fig. 1c shows the effect of a rotating
magnetic bias field, parallel with the electric field, applied to break
a degeneracy as described in Section 4.4 below. Note that any two
levels connected by arrows in Fig. 1c transform into each other un-
der time reversal. Time reversal takes mF ? �mF, X ? �X, and
B ! �B, where B is the magnetic field. If we measure the resonant
frequency for the transition indicated by the solid (or dashed) line
once before and once after inverting the direction of the magnetic
field, time reversal invariance tells us the difference between the
two measurements should be zero. In the presence of an eEDM,
which violates time-reversal invariance, this energy difference
WuðBÞ �Wuð�BÞ will give 2deEeff . As well, under the same mag-
netic field the transitions indicated by the solid and dashed lines
should be degenerate, if the magnetic g-factors are identical for
the states involved [109]. With non-zero eEDM the energy differ-
ence Wu �Wl also gives 2deEeff .

Potential additional shifts, due predominantly to Berry’s phase
[110], are discussed in Section 4 but for now we note only that
in the absence of new physics (such as a nonzero eEDM) the energy
levels of a molecule in time-varying electromagnetic fields obey
time-reversal symmetry. Reversing the direction of the electric
field rotation while chopping the sign of the magnetic field
amounts to cleanly reversing the direction of time, and will leave
certain transition energies rigorously unchanged if de = 0. These
are our ‘‘science transitions’’, which we will measure with our
highest precision.

2.5. Electronic levels, spin preparation, and spin readout

The density of trapped molecular ions will be too low to permit
direct detection of the radio frequency or microwave science
(c)

d with the fluorine I = 1/2 nucleus. K and R are defined as the projection along the
+ R. (a) In zero electric field, the eigenstates of the system are states of good parity,

ll K-doublet splitting. (b) An electric field, Erot , mixes the parity eigenstates yielding
with the same value of mFX. A permanent electron electric dipole moment further

otted arrow) transition. Energy splittings not to scale.
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transitions. (A possible exception could involve the use of a super-
conducting microwave cavity, but this would add considerable
experimental complexity.) We will of necessity rely on electronic
transitions to prepare the initial electron spin state, and on a dou-
ble resonance method to detect the spin flips. The details of these
steps will depend on the specific molecule we use. For a qualitative
illustration, we present a schematic of the calculated low-lying
electronic potential curves of HfF+ (Fig. 2). We note that HfH+

and ThF+ have similar level structures [30,101].
The molecules will be formed by laser ablation and cooled by

supersonic expansion such that a large portion of the molecular
population will be in 1R0 ground state with a few rotational levels
occupied (Section 3.1). Spin–orbit mixing between states of identi-
cal jXj are enhanced by relativistic effects in the high-Z Hf atom.
The b(1) and c(1) states are well-mixed combinations of 1P1,3P1,
and 3R�1 states, allowing for electric dipole transitions to and from
these states that do not respect spin selection rules. The 1R0 state,
on the other hand, has no nearby jXj = 0 state with which to mix,
and thus R and K are good quantum numbers. Similarly, the 3D1

state has so little contamination of 1P1 in it that a rough calcula-
tion indicates that it is metastable against spontaneous decay, with
a lifetime of order 300 ms [30,101].

The Ramsey resonance experiment will begin with a two
-photon, stimulated Raman pulse, off-resonant from the interme-
diate 1,3P1 states, which will coherently transfer population from
the 1R0, J = 0 ground state to the two jmFj = 3/2 magnetic sublevels
of the 3D1, J = 1 level. The relative phase between the two magnetic
levels evolves at a rate given by the energy difference. After a var-
iable dwell time, a second Raman pulse is applied, which will
coherently transfer a fraction of the population back down to the
1R0 state, with probability determined by the accumulated relative
phase. By varying the dwell time between Raman pulses, the pop-
ulation in the 1R0 state will oscillate at a frequency given by the
energy difference between the two spin states in the 3D1 manifold.

The final step in the resonance experiment is to measure the
number of molecules remaining in the 3D1 state. This we propose
to do with state-selective photodissociation. Molecules in the 3D1

state will be dissociated via a two-color pulse, back up through
the 3P1 state to a repulsive curve, generating a Hf+ atomic ion
and a neutral fluorine atom. Molecules in the 1R0 state will not
be affected by the two-color laser pulse and will remain as HfF+

molecular ions. The Paul trap parameters will be adjusted to con-
fine only ions with the Hf+ atomic mass, and not the HfF+ molecular
mass with mass difference DM = 19 amu. Finally, the potential on
an endcap electrode will be lowered, and the remaining ions in
the trap will be dumped onto a ion-counting device.

Details of this procedure will depend on the molecule ulti-
mately selected for this experiment. We are also investigating
alternative modes of spin state readout, including large-solid-angle
b(1)
c(1)
3

3

3

1

3

3

Fig. 2. Potential energy curves for select states of HfF+ [30]. The b(1) and c(1) states
are well-mixed combinations of 1P1, 3P1, and 3R�1 states.
collection of laser-induced fluorescence, and high finesse optical
cavities [111].

3. Experimental apparatus

3.1. Molecular beamline

We are interested in studying molecular radicals and therefore
must create the molecules in situ. As described in Section 2.2, we
have a small collection of molecules that satisfy our selection crite-
ria and our final choice of molecule has not been made. However,
for clarity this section will describe the production, detection, and
characterization of a beam containing neutral HfF molecules and
HfF+ molecular ions.

The molecules are made in a pulsed supersonic expansion
(Fig. 3). A pulse valve isolates �7 atmospheres of argon that is
seeded with 1% sulfur hexafluoride (SF6) gas from the vacuum
chamber. The pulse valve opens for �200 ls allowing the Ar + 1%
SF6 mixture to expand into the vacuum chamber. This creates a
gas pulse moving at 550 m/s in the laboratory frame, but in the
co-moving frame the expansion cools the translational tempera-
ture of the Ar atoms to a few Kelvin.

Immediately after entering the vacuum chamber, the gas pulse
passes over a Hf metal surface. Neutral Hf atoms and Hf+ ions are
ablated from this surface with a 50 mJ, 10 ns, 1064 nm Nd:YAG la-
ser pulse. The ablation plume is entrained in the Ar + 1% SF6 gas
pulse and the following exothermic chemical reactions occur:

Hf þ SF6 ! HfFþ SF5; ð1Þ
Hfþ þ SF6 ! HfFþ þ SF5; ð2Þ

In the co-moving frame, the resulting neutral HfF molecules and
HfF+ molecular ions are cooled through collisions with the Ar gas
to rotational, vibrational, and translational temperatures of order
a few Kelvin. The molecular beam then passes through a skimmer,
first entering a region where laser induced fluorescence (LIF) spec-
troscopy is performed and finally arriving at an rf (Paul) trap where
the ions are stopped and confined.

LIF spectroscopy is performed by transversely illuminating the
molecular beam with a �500 lJ, 10 ns, �700 nm dye laser pulse.
The linewidth of the dye laser is specified to be less than
0.1 cm�1. Fluorescence photons are collected and imaged onto a
photomultiplier tube (PMT).

Using this technique we have found previously unobserved
neutral HfF molecular transitions, one of which is shown in Fig. 4
(for previous neutral HfF spectroscopy see Ref. [112]). The data
shows that entrained neutral HfF molecules are cooled to rota-
tional temperatures of order 5 K, with a large fraction of the popu-
lation in the rotational ground state. We expect that entrained HfF+

molecular ions should be similarly cooled.
To detect the presence of HfF+ molecular ions in the beam the rf

(Paul) trap is operated as a quadrupole mass filter. All of the ions in
the beam are stopped and loaded into the trap. The voltages ap-
plied to the trap electrodes are then adjusted only to confine ions
of a particular mass/charge ratio. Finally, the ions remaining in
the trap are released onto the ion detector and counted. A typical
mass spectrum is shown in Fig. 5, which clearly resolves the HfF+

molecular ions from the other atomic and molecular ions in the
trap.

Our experimental count rate will be limited by space charge ef-
fects of the trapped ions. Therefore, any ions trapped that are not
used in measuring the eEDM limit the statistical sensitivity of
our measurement. In order to maximize our count rate, we wish
to create and trap only HfF+ ions of a single Hf isotope and in a
single internal quantum state. One scheme is to filter out all of
the ions created from laser ablation and use photoionization
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Fig. 3. Experimental setup. Laser ablation of a metal Hf target creates neutral Hf atoms and Hf+ ions that react with SF6 to produce neutral HfF molecules and HfF+ molecular
ions, respectively (Eqs. (1) and (2)). The molecules (both neutral and ionic) are cooled in a supersonic expansion with a He buffer gas. The molecular beam is illuminated with
a pulse dye laser beam and the resulting fluorescence is collected with a photomultiplier tube (PMT) yielding laser induced fluorescence (LIF) spectra (Fig. 4). At the end of the
beamline, the ions are loaded into an rf (Paul) trap where the electron spin resonance experiment is performed. The Paul trap also acts as a quadrupole mass filter and ions of a
particular mass/charge ratio are detected with a microchannel plate (MCP) (Fig. 5). Additionally, the spatial resolution of the MCP allows for the temperature of the ion cloud
to be determined from the detected cloud size.

flu
or

es
ce

nc
e 

si
gn

al
 [a

rb
. u

ni
ts

]

14228142241422014216

photon wavenumber [cm-1]

Q
J'=J''

P
J'=J''-1

R
J'=J''+1

Fig. 4. Laser induced fluorescence (LIF) spectroscopy. The top trace is experimental
data for a newly detected neutral HfF transition: [14.2] jXj = 3/2 jv0 = v00 , J0i  X2D3/2

jv00 , J00i. The transition highlighted with a vertical arrow originates from the
rotational ground state. The bottom trace is a theoretical prediction assuming a
rotational temperature of 5 K. The traces are offset vertically for clarity.

Hf+       HfF+       HfF+       HfF+

0.5

0.4

0.3

0.2

0.1

0.0

io
n 

si
gn

al
 [a

rb
. u

ni
ts

]

240220200180160
mass [amu]

2 3

Fig. 5. Mass spectrometry. Operating the rf (Paul) trap as a quadrupole mass filter
gives mass-dependent trapping potentials such that Hf+ (M = 180 amu), HfF+

(M = 199 amu), HfFþ2 ðM ¼ 218 amuÞ, and HfFþ3 ðM ¼ 237 amuÞ can be separately
trapped and detected. The ion detector signal is a non-linear function of ion
number, but a level of 0.4 corresponds to �100000 ions.
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techniques to ionize neutral HfF in as state-selective a way as pos-
sible. Using two color, two photon excitation, we excite to a high
lying Rydberg state, in an excited vibrational level, that then
undergoes vibrational autoionization [113]. The ion core of these
Rydberg state molecules will occupy a single rotational level and
consist of a single Hf isotope. The autoionization process is seen,
in our preliminary (unpublished) data, to leave the ion core rota-
tional level largely unperturbed. It should be possible to excite a
Rydberg level that corresponds to an excited 3D1 ion core with
v = 1, J = 1 (where v is the vibrational quantum number). The Ryd-
berg state might then vibrationally autoionize to the v = 0, J = 1 3D1

level that will be used to measure the eEDM.
3.2. Radio frequency (Paul) trap

For our preliminary studies of ion production, the ions are con-
fined by a linear rf (Paul) trap shown schematically in Fig. 6. The
ideal hyperbolic electrodes are replaced by cylinders of radius
a � 1.15q0, where q0 is the minimum radial separation between
the trap center and the surface of the electrodes. This choice pro-
duces the best approximation to a perfect radial two-dimensional
electric quadrupole field [115].

For HfF+ (M = 199 amu), an example set of operating parameters
for the ion trap would be q0 = 25 mm, Vrf = 550 mV, and
xrf = 2p � 15 kHz. This produces a ponderomotive potential that
is well within the harmonic pseudo-potential approximation given
by UrfðqÞ ¼ Mx2

secq2=2, where the radial secular frequency is
approximately xsec ¼ qxrf=

ffiffiffi
8
p

with q ¼ 4eV rf=Mq2
0x2

rf . For the
above parameters, q = 0.2, xsec = 2p � 1 kHz, and Urf(q0) = 300 K.
Under these conditions, an ion cloud at a temperature of 15 K
would have an rms radius of 5 mm. The trap can also be operated
in mass filter mode [116].

In addition to supplying the oscillating electric quadrupole field
for radial confinement, the cylindrical electrodes can also be driven



Fig. 6. Linear rf (Paul) trap. Neighboring cylindrical electrodes are driven with rf
voltages 180� out of phase. Axial confinement is provided by dc voltages applied to
the end cap electrodes. The cylindrical electrode rods have radius a and the radial
distance from the trap center to the nearest electrode surface is q0. See Ref. [114] for
further details of rf (Paul) trap operation. In addition to the voltages oscillating at
xrf, there is also a component of the voltages oscillating at xrot. Over a period of
time 2p/xrot, the electric field at the axial center (z = 0) of the trap will trace out a
trajectory which subtends a solid angle A of exactly 2p. Ions to the left (right) of
trap center will experience an electric field whose trajectory subtends slightly less
(greater than) 2p. Consequences of this time variation are explored in discussed in
Sections 4.3 and 4.4. Not to scale.
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with voltages to produce the rotating electric bias field, Erot, needed
to polarize the molecular ions (Fig. 6). In order to generate Erot

neighboring electrodes will be driven 90� out of phase at a fre-
quency xrot. The net voltage applied to each electrode is the sum
of the voltages Vrf + Vrot.

At present we are designing a second-generation ion trap with
geometry designed for optimal precision eEDM spectroscopy,
rather than for mass selection. The perfect ion trap would have
very large optical access for collection of laser-induced fluores-
cence, and idealized electric and magnetic fields as follows:

E
!
¼ Erotq̂0 þ E0rf ðxx̂� yŷÞ cosðxrf tÞ þ E0zð�zẑþ yŷ=2þ xx̂=2Þ; ð3Þ

B
!
¼ Brotq̂0; ð4Þ

where q̂0 ¼ cosðxrottÞx̂þ sinðxrottÞŷ and E0rf � �2V rf=q2
0.

If we assume xrot�xrf, that xrot/xrf is not a rational fraction,
and that x2

rf � eE0rf=M, then we can cleanly separate out the ion
motion into three components: rf micromotion, circular micromo-
tion, and secular motion.

rf micromotion involves a rapid oscillation at xrf whose ampli-
tude grows as the ion’s secular trajectory takes it away from trap
center. The kinetic energy of this motion, averaged over an rf cycle,
is given by

Erf ¼ ðx2 þ y2Þ e2E0rf
2

4Mx2
rf

; ð5Þ

where x and y in this case refer to the displacement of the ion’s sec-
ular motion.

The displacement of the ion’s circular micromotion is given by

~rrot ¼ �
eE
!

rot

Mx2
rot
: ð6Þ
The kinetic energy of the circular motion, averaged over a rotation
cycle, is given by

Erot ¼
e2E2

rot

2Mx2
rot
: ð7Þ

The time-averaged kinetic energies of the two micromotions act as
ponderomotive potentials that contribute to the potential that
determines the relatively slowly varying secular motion:

Usec ¼ Erotðx; y; zÞ þ Erf ðx; y; zÞ þ eE0zð2z2 � y2 � x2Þ=4: ð8Þ

In the idealized case, the secular motion corresponds to 3-d har-
monic confinement with secular or ‘‘confining’’ frequencies

xi ¼
1
M
@2Usec

@i2

 !1=2

; ð9Þ

for i = x, y, z. In the idealized case, confinement is cylindrically sym-
metric, xx = xy, and Erot is spatially uniform, so the circular micro-
motion does not contribute to the confining frequencies.

The density of ions will be low enough that there will be few
momentum-changing collisions during a single measurement.
Thus, any given ion’s trajectory will be well approximated by the
simple sum of three contributions:

(i) a 3-d sinusoidal secular motion, specified by a magnitude
and initial phase for each of the x̂; ŷ, and ẑ directions. In a
thermal ensemble of ions, the distribution of initial phases
will be random and the magnitudes, Maxwell–Boltzmannian.
For typical experimental parameters (see Appendix A) the
secular frequencies xi will each be about 2p � 1 kHz and
the typical magnitude of motions, r, will be about 0.5 cm.

(ii) the more rapid, smaller amplitude rf micromotion, of char-
acteristic frequency about 2p � 15 kHz and radius perhaps
0.05 cm. This rf micromotion, purely in the x–y plane, is
strongly modulated by the instantaneous displacement of
the secular motion in the x–y plane, and vanishes at secular
displacement x = y = 0.

(iii) The still more rapid rotational micromotion, purely circular
motion in the x–y plane, at frequency xrot about
2p � 100 kHz and of radius comparable to the rf motion,
around 0.05 cm. In the idealized case, the rotational micro-
motion (in contrast to the rf micromotion) is not modulated
by the secular motion.

As described in Sections 4.5 and 5 below, for spectroscopic
reasons we must operate with trapping parameters such that
Erot J 30kBT. Under that condition, relatively small imperfections
in Erot, say a spatial variation of 1.5%, can give rise to contributions
to Usec of the same scale as the ions’ thermal energy, and thus
significantly distort the shape of the trapped ion cloud or even
deconfine the ions.

For improved optical access we had to shrink the radius of the
linear electrodes a with respect to their spacing q0 The spectro-
scopic requirement for highly uniform Erot then forced the redesign
of the second-generation ion trap to be based on six near-linear
elements arranged on a hexagon, rather the four electrodes
arranged on square shown in Fig. 6. The trap will be discussed in
more detail in a future publication, but simulations project spatial
uniformity of Erot better than 0.5% with good optical access. The de-
sign led to significant compromises in the spatial uniformity of Erf ,
so in future operation, mass selectivity in ion detection will come
not from a quadrupole mass filter, but rather from pulsing Erot to
a very high value for a small fraction of a rotation cycle and then
doing time-of-flight mass discrimination on the ions thus ejected.
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Brot will be imposed by means of time-varying currents flowing
lengthwise along the same electrodes that generate Erot.

4. Spectroscopy in rotating and trapping fields

On the face of it, an ion trap, with its inhomogeneous and rap-
idly time-varying electric fields, is not necessarily a promising
environment in which to perform sub-Hertz spectroscopic mea-
surements on a polar molecule. In this section we will explore in
more detail the effects of the various components of the electric
and magnetic fields on the transition energies relevant to our sci-
ence goals. The theoretical determination of the energy levels of
heavy diatomic molecules in the presence of time-varying electric
and magnetic fields is a tremendously involved problem in relativ-
istic few-body quantum mechanics. State-of-the-art ab initio
molecular structure calculations are limited to an energy accuracy
of perhaps 1013 Hz, a quantity which could be compared with the
size of a hypothetical ‘‘science signal’’, which could be on the order
of 10�3 Hz or smaller.

Fortunately, we can take advantage of the fact that at the energy
scales of molecular physics, time-reversal invariance is an exact
symmetry except to the extent that there is a time-violating mo-
ment associated with the electron (or nuclear) spin. In this section,
except in those terms explicitly involving de, we will assume that
time-reversal invariance is a perfect symmetry in order to analyze
how various laboratory effects can cause decoherence or system-
atic shifts in the relevant resonance measurements. The results
can be compared to the size of the line shift that would arise from
a given value of the electron EDM, which is treated theoretically as
a very small first-order perturbation on the otherwise T-symmetric
system.

In the subsections below, we bring in sequentially more realis-
tic features of the trapping fields.

4.1. Basic molecular structure

We begin by considering in detail the relevant molecular
structure in zero electric and magnetic fields, thus quantifying
the qualitative discussion of the experiment given in Section 2.
Although the molecular structure cannot be calculated in detail
from ab initio structure calculations, nevertheless its analytic
structure is well known. Because the measurements will take
place in nominally a single electronic, vibrational, and rotational
state, we will employ an effective Hamiltonian within this state,
as elaborated by Brown and Carrington [117]. This approach will
specify a few undetermined numerical coefficients, whose values
can be approximated from perturbation theory, but which will
ultimately be measured.

Brown [118–120] and co-workers have done thorough work on
deriving an effective Hamiltonian for 3D molecules. The complete
Hamiltonian in the absence of de is given by

Hstruct ¼ Helec þ Hvib þ HSO þ Htum þ HSS þ HSR þ HHFS þ HLD; ð10Þ

listed in rough order of decreasing magnitude. Since we are con-
cerned only with terms acting within the subspace of the 3D man-
ifold, other electronic and vibrational states will enter only as
perturbations that help to determine the effective Hamiltonian.
Thus we consider eigenstates of Helec and Hvib.

The remaining terms in Eq. (10) are corrections to the Born-
Oppenheimer curves. They describe couplings between various
angular momenta (HSR, HHFS), parity splittings (HLD, HHFS), and
spin–dipolar interactions (HSS, HHFS). In typical Hund’s case (a)
molecules these interactions are small compared to the rotational
energy governed by Htum. The relevant interactions that act within
the jXj = 1 manifold of states take the explicit form
HSO ¼ AKR; ð11Þ
Htum ¼ BeðJ� SÞ2 � DðJ� SÞ4; ð12Þ

HSS ¼
2
3

kð3R2 � S2Þ; ð13Þ

HSR ¼ cSRðJ� SÞ � S; ð14Þ

HHFS ¼ aIzLz þ bFI � Sþ c
3
ð3IzSz � I � SÞ þ 1

2
eDðJþIþS2

þ þ J�I�S2
�Þ; ð15Þ

HLD ¼
1
2
ðoD þ 3pD þ 6qDÞðS

2
þJ2
þ þ S2

�J2
�Þ: ð16Þ

The constants in the first four terms are as follows: A is the molec-
ular spin–orbit constant, Be the rotational constant for the electronic
level of interest, D the effect of centrifugal distortion on rotation
(typically D � Be(me/mmol)2, with me the electron mass and mmol

the reduced mass of the molecule), k governs the strength of the
spin–spin dipolar interaction, and cSR determines the strength of
the interaction of the spin with the end-over-end rotation of the
molecule. These four terms primarily describe an overall shift of
the 3D1 J-level, and can be ignored in evaluating energy differences
in the states we care about. They can, however, contribute small
perturbations to these basic levels, as we will describe below.

Within the 3D1, J = 1 manifold of interest, the energy levels are
distinguished by the hyperfine and K-doubling terms. The hyper-
fine Hamiltonian HHFS includes the familiar contact (bF), nuclear-
spin–orbit (a) and spin-nuclear spin terms (c). By estimating the
parameters in perturbation theory, it is expected that the resulting
hyperfine splitting is on the order of 2p � 50 MHz [101]. The
hyperfine interaction also contains a previously unreported term,
with constant denoted eD, that is connected to the K-doubling.
This term is expected to be even smaller than the already small
K-doublet splitting itself [121], however, and will be ignored.

The K-doubling Hamiltonian arises from Coriolis-type mixing
of states with differing signs of K due to end-over-end rotation
of the molecule. For a 3D state this interaction is characterized
by three constants, of which the parameter oD is the dominant
one. These terms describe how the 3D state is perturbed by elec-
tronic states with 2S+1P and 2S+1R symmetry. Since we are primar-
ily concerned with terms in the Hamiltonian that affect the ground
rotational state of the 3D1 electronic level, we only need to keep
the term which connects X = 1 to X = �1. This term has the general
form, with numerical prefactors CP;R;P0 that depend on Clebsch-
Gordon coefficients and wavefunction overlap, [118]

joD þ 3pD þ 6qDj ¼ ~oD

�
X

P;R;P0
CP;R;P0

A2B2
e

ðED � EPÞðED � ERÞðED � EP0 Þ
; ð17Þ

where the sum is over all intermediate R and P states of singlet and
triplet spin symmetries. For HfF+ this perturbation leads to a K-dou-
blet splitting on the order of 2p � 10 kHz. This estimate was carried
out assuming a rd molecular orbital configuration, where the d
orbital has total angular momentum L = 2 in the pure precession
approximation. The ground X1R is a r2 molecular orbital but has
some admixture of atomic d0 orbitals. We therefore expand the
molecular wavefunction into atomic orbitals and reduce the
amount of admixture by the factor �d that describes the d0 charac-
ter. From here on, we shall express the energy difference in parity
levels for the J = 1 as xef ¼ 4~oD, rather than ~oD itself.

Thus the basic molecular structure of interest to the 3D1, J = 1
state is governed by two constants: the hyperfine splitting Ehf

(given by 3Ak/4 for J = 1, I = 1/2) and the K-doublet splitting xef.
These constants give the structure depicted in Fig. 1a. These basic
levels may be perturbed by couplings to other levels, especially
rotational or electronic excited states. However, for the J = 1
state of interest, some simplifications are possible, namely:
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(1) Off-diagonal couplings in X are zero since J�S preserves the va-
lue of J (there is no level with J = 1 and X = 2); (2) Off-diagonal con-
tributions that mix J = 2 into the J = 1 manifold thus depend solely
on the applied fields and the hyperfine interactions. Since the value
of the spin–orbit constant is expected to be far larger than the rota-
tional constant and we are concerned with a J = 1 state, the opera-
tors that connect X to X ± 1 will be ignored. The contributions to
the ground state characteristics by terms off diagonal in X are
smaller by a factor of the hyperfine interaction energy to the
spin–orbit separation energy, hence a factor of 10�6. This is the va-
lue which appears in front of any term connecting X to X ± 1 in the
ground J = 1 state.

4.2. Effect of non-rotating electric and magnetic fields

The influence of external fields presents new terms in the Ham-
iltonian of the form

HStark ¼ �~dmf � E
!
; ð18Þ

HZeeman ¼ �~l � B
!
: ð19Þ

Here E
!

and B
!

are the electric and magnetic fields, assumed for the
moment to be collinear so that they define the axis along which mF

is a good quantum number; while ~dmf and ~l are the electric and
magnetic dipole moments of the molecule.

The electric dipole moment arises from the body-fixed molecu-
lar dipole moment, at fields sufficiently small not to disturb the
electronic structure. We assume that the field is sufficiently large
to completely polarize this dipole moment, i.e., dmfE � xef , in
which case the Stark energies are given by

EStark ¼ �mFXcF dmfE; ð20Þ

where cF is a geometric factor, analogous to a Landé g-factor, which
accounts for the Stark effect in the total angular momentum basis F.
In the limit where the electric field is weak compared to rotational
splittings, it is given by

cF ¼
JðJ þ 1Þ þ FðF þ 1Þ � IðI þ 1Þ

2FðF þ 1ÞJðJ þ 1Þ : ð21Þ

Its numerical values in the J = 1 state are therefore cF=3/2 = 1/3 and
cF=1/2 = 2/3. The electric field therefore raises the energy of the
states with mFX < 0 (denoted ‘‘upper’’ states with superscript u),
and lowers the energy of states with mFX > 0 (‘‘lower’’ states with
superscript ‘). This shift in energy levels is shown in Fig. 1b, where
jai and jbi are upper and jci and jdi are lower states.

The form of the Zeeman interaction is somewhat more elabo-
rate, as the magnetic moment of the molecule can arise from any
of the angular momenta L, S, J, and I. Quite generally, however,
in the weak-field limit where lBB � Ehf , the Zeeman energies are
given by mF gu=‘

F lBB, where lB is the Bohr magneton and gu=‘
F are

g-factors for the upper and lower states. In general, gu
F – g‘F , and

this difference can depend on electric field, a possible source of
systematic error. We will discuss this in Section 4.7 below.

The leading order terms in the Zeeman energy are those that
preserve the signed value of X. They are given by

HZeeman ¼ cF ðgL þ grÞKþ ðgS þ grÞRð ÞX� grJðJ þ 1Þ½ 	ð
�gIjFÞmFlBB; ð22Þ

where jF = (F(F + 1) + I(I + 1) � J(J + 1))/2F(F + 1) is another Landé-
type g-factor, but for nuclear spin. The orbital and spin g-factors
are gL and gS, while the rotation and nuclear spin g-factors are gr

and gI. Both gr and gI are small, being on the order of the elec-
tron-to-molecular mass ratio �me/mmol � 10�3. Thus for an ideal-
ized 3D1 molecule where gL = 1, K = ±2, gS = 2, R = 
1, we would
expect molecular g-factors on the order of 10�3. More realistically,
gs differs from 2 by a number on the order of a, the fine structure
constant, and a g-factor �10�2 might be expected. In heavy-atom
molecules such as ours for which spin–orbit effects mix K, we
may expect instead the difference 2gL � gS to be as large as �0.1
in magnitude. If we assume the dominant contribution comes from
these spin–orbit type effects, we can define the g-factor for the J = 1
state as

gF¼3=2 ¼ cF¼3=2ðgLKþ gSRÞXK 0:03; ð23Þ

while

gF¼1=2 ¼ 2gF¼3=2: ð24Þ

Finally, the effect of the EDM itself introduces a small energy shift

HEDM ¼ �~de � E
!

eff ¼ deEeff~r1 � n̂; ð25Þ

where ~r1 is the spin of the s-electron contributing to the EDM sig-
nal; and n̂ denotes the intermolecular axis, with n̂ pointing from the
more negative atom to the more positive one; in our case from the
fluorine or hydrogen to thorium, platinum, or hafnium. Also in this
convention we take Eeff as positive if it is anti-parallel to n̂. The en-
ergy shift arising from this Hamiltonian depends only on the rela-
tive direction of the electron spin and the internuclear axis, and is
given by

EEDM ¼ �
deEeff

2jXj X: ð26Þ

Polarizing the molecule in the external field selects a definite value
of X, hence a definite energy shift, positive or negative, due to the
EDM. This additional shift is illustrated in Fig. 1c.

For a range of field strengths and parameters, the energies of the
sublevels within the J = 1 manifold are well approximated by a lin-
ear expansion in the electric and magnetic fields. We define

B
!
¼ Bk

E
!

jEj þ B
!
?: ð27Þ

Taking xef � dmfE � Ehf and dmfE � gFlBBk, and setting B? ¼ 0, we
get for the non-rotating energies,

Eu=‘
nr ðF;mF ;X; E;BÞ � 1

3
FðF þ 1Þ � 11

4

� �
Ehf �mFXcFdmfE

þmFgu=‘
F lBB � ðdeEeff=2jXjÞX; ð28Þ

where X is either 1 or �1, and the prefactor in front of Ehf is such
that for the J = 1 level, E(F = 3/2) � E(F = 1/2) = 3Ak/4 = Ehf. F and X
are good quantum numbers only to the extent that the electric field
is neither too large nor too small, but we will use F and X as labels
for levels even as these approximations begin to break down.

For notational compactness, we introduce special labels for par-
ticular states as follows (see Fig. 1b):

jai ¼ jF ¼ 3=2;m ¼ 3=2;X ¼ �1i
jbi ¼ jF ¼ 3=2;m ¼ �3=2;X ¼ 1i
jci ¼ jF ¼ 3=2;m ¼ 3=2;X ¼ 1i
jdi ¼ jF ¼ 3=2;m ¼ �3=2;X ¼ �1i

ð29Þ

with corresponding energies, Ea, Eb, Ec, and Ed, and identify the ener-
gies of two particularly interesting transitions, Wu = Ea � Eb, and
W‘ = Ec � Ed such that

Wu ¼ 3gu
FlBB þ deEeff

W ‘ ¼ 3g‘FlBB � deEeff :
ð30Þ

Taking this analysis a step farther, it is possible that the electric
field energy dmfE is not small compared to the hyperfine splitting
Ehf. In this case the electric field mixes the different total-F states
and perturbs the above energies. Ignoring the magnetic field and
EDM energies, the energy levels take the form



2(a)

(b)

Fig. 7. (a) Small-angle limit. When the quantization axis F follows a slow periodic
perturbation characterized by tilt angle h, angular frequency x and enclosed solid
angle A, two states whose instantaneous projection of angular momentum along F
differs by dm will have their effective relative energy displaced by a ‘‘Berry’s energ’’
xAdm=2p. (b) Large-angle limit. When instead the quantization axis sweeps out a
full 2p steradians per cycle (a = 0), the differential phase shift between the two
levels is indistinguishable from zero, and in the most natural conceptual frame-
work, the Berry’s energy vanishes.
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ð32Þ

The equations of this section have so far been to one degree or
another approximate results. But in the absence of exotic particle
physics we can invoke time-reversal symmetry and write exact
relations:

EnrðF;mF ;X; E;BÞ � EnrðF;�mF ;�X; E;BÞ
¼ EnrðF;�mF ;�X; E;�BÞ � EnrðF;mF ;X; E;�BÞ ð33Þ

which, for B ¼ 0, becomes

EnrðF;mF ;X; EÞ ¼ EnrðF;�mF ;�X; EÞ: ð34Þ

This exact degeneracy is, in fact, an example of the Kramers degen-
eracy that follows from time-reversal invariance [122]. For our pur-
poses, the key result here is that, in the limit of non-rotating fields,
zero applied magnetic field, and an electron EDM, the energy of the
science transitions jmF, XiM j �mF, �Xi (and in particular, Wu

and W‘) are independent of the magnitude of the electric field. This
is an important property because we are using spatially inhomoge-
neous electric fields to confine the ions in the trap, and we want to
minimize the resulting decoherence.

This degeneracy in turn means that the energy differences Wu

and Wl depend only on the magnetic field and, of course, the
EDM term as shown in Eq. (30). The magnetic contribution reverses
sign upon reversing the direction of B with respect to the electric
field direction (which also sets the quantization axis, since
dmfE � lBB). Therefore the science measurement is given by the
combinations

WuðE;BÞ þWuðE;�BÞ ¼ 2deEeff

WlðE;BÞ þWlðE;�BÞ ¼ �2deEeff ;
ð35Þ

where a + sign on B denotes that it points in the same direction as E.

4.3. Rotating fields, small-angle limit

Many EDM experiments over the years have been complicated
by the problem of ‘‘Berry’s phase’’, the term in this context used
as a catch-all to describe a variety of effects related to the motion
of the particles in inhomogeneous fields.

The sketch in Fig. 7a illustrates the classic Berry’s phase result:
if the field that defines the quantization axis, as experienced locally
by a particle (or atom, or molecule), precesses about the laboratory
axis at some angle, h, then, in the limit of slow precession, with
each cycle of the precession the wave-function W picks up a phase
given by mFA, where mF is the instantaneous projection of the par-
ticle’s total angular momentum on the quantization axis, and A is
the solid angle subtended by the cone. If the precession is periodic
with period s, one can (with provisos, as we will discuss) think of
this phase-shift as being associated with a frequency, or indeed en-
ergy, mFA=s. In a spectroscopic measurement of the energy differ-
ence between two states whose mF values differ by dmF, there will
be a contribution to the transition angular frequency AdmF=s.

In neutron EDM experiments, motional magnetic fields, in com-
bination with uncharacterized fixed gradients from magnetic
impurities, Berry’s phase can be a dangerous systematic whose
dependence on applied fields can mimic an EDM signal [123]. In
Section 4.12 we will see that the effects of motional fields in our
experiment are negligible.

Neutral atoms or molecules may be confined in traps consisting
of static configurations of electric or magnetic fields. These traps
are based on the interaction between the trapped species’ mag-
netic or electric dipoles and the inhomogeneous magnetic or elec-
tric fields, respectively, of the trap. Especially in cases where the
traps are axially symmetric, so that the single-particle trajectory
of an atom can orbit many times one way or the other about the
axis of the trap, the coherence time of an ensemble of atoms with
a thermal distribution of trajectories can be severely restricted
[124]. Our system is quite different, because in an ion trap the
forces arise from the interaction between the trapping fields and
the monopole moment of our trapped ion. Assuming the



(a)

(b)

Fig. 8. The apparent energy shifts between mF = +3/2 and mF = �3/2 states in upper
(a and b) and lower (c and d) K-doublet levels versus a, the angle of the electric
field to the plane orthogonal the rotation axis of Erot (a is shown in Fig. 7b). (a) At
a = 0, there is an avoided crossing that mixes mF = ±3/2 states, with an energy
splitting at the crossing of Du/‘. (b) Since a = 0 at the axial trap center, and since we
need mF to be a signed quantity in order to measure de, we will bias away from the
avoided crossing using a magnetic field Brot . dmF gFlBBrot > Du=‘ is required for mF to
be a quantity of definite sign. This picture is intuitively correct in the limit that Du/

‘ > xmax (see Section 4.5). The experiment will be performed in the opposite limit.
However, solving the time dependent Schrödinger equation (Eq. (55)) gives the
same requirement of dmF gFlBBrot > Du=‘ in both limits.
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temperature, size of bias field, and radius of confinement are the
same, the trapping fields for an ion are spatially much more homo-
geneous than would be those for a neutral molecule or atom.

That said, the fact that we can speak of a ‘‘bias’’ electric field at
all in an ion trap comes at the cost of having the applied electric
field constantly rotating.

4.4. Rotating fields, large-angle limit (dressed states)

The basic dressed-state idea is an extension of the more com-
mon idea of an energy eigenstate: a system governed by a time-
invariant Hamiltonian H will have solutions W such that
W(t + T) = e�ixTW(t) for all T and t; such a solution W is called an
energy eigenstate, with x being then the corresponding energy.
Similarly, a system governed by a periodic Hamiltonian with peri-
od s such that H(t + s) = H(t) for all values of t, will have so-called
‘‘dressed-state’’ solutions W such that W(t + ns) = e�in/W(t) for all t
and all integer values of n. It is tempting to call //s the ‘‘energy’’ of
the dressed state, but there will be an ambiguity in that energy be-
cause we can always replace / with / + 2p.

Operationally, the dressed state energies are derived from the
eigenvalues of a formally time-independent Hamiltonian. If H0 de-
notes the Hamiltonian in the absence of the field, then the appro-
priate rotation-dressed Hamiltonian is given by

Hdressed ¼ H0 �~dmf � E
!

rot þ Hrot; ð36Þ

Hrot is defined as [125]

Hrot ¼ �xrot cosðhÞFz � sinðhÞFxð Þ; ð37Þ

where Fz and Fx are the projections of the total angular momentum
F
!

into a set of axes where z coincides with the instantaneous direc-
tion of the electric field. We now make explicit the rotating electric
field with E

!
rot. The cos(h) term thus provides an energy which, when

multiplied by the rotational period s = 2p/xrot, gives the ordinary
Berry phase,

�2p cosðhÞmF ! 2pð1� cosðhÞÞmF ð38Þ

where we have taken the liberty of adding an arbitrary phase 2pmF

to reveal explicitly the solid angle 2p(1 � cosh).
In the experiment, the applied electric field should lie very

nearly in the plane orthogonal to the rotation axis, i.e., h � p/2. It
is therefore useful to consider the small angular deviation from this
plane, a = p/2 � h (Fig. 7). Then the apparent energy shift arising
from the geometric phase is

Egeo ¼ �mFxrot sinðaÞ � �mFxrota: ð39Þ

Now consider two states which are, in the absence of rotation,
degenerate, say the states jai, with m = 3/2, X = �1, and the state
jbi, with m = �3/2, X = 1, indicated in Fig. 1b. Rotation breaks this
degeneracy, by adding the energies �±(3/2)xrota, as shown by the
dashed lines in Fig. 8. These levels cross at a = 0, leading to their
apparent degeneracy when the electric field lies in the horizontal
plane.

In addition, the rotation of the field also incurs coupling be-
tween states with different mF values, arising from the sin(h) term
in Eq. (37). This perturbation, treated at third-order in perturbation
theory, connects the two levels and turns the crossing into an
avoided one, as shown by the solid lines in Fig. 8. Since the energy
contribution due to the rotating field is small compared to Stark
energy splittings, we can use ideas similar to the derivation of K-
doubling, i.e., we take a sum of the perturbing components and
take them to the appropriate power. We look for terms in this
expansion that can connect the state jai = jmF, Xi to
jbi = j�mF, �Xi. Therefore, the power of perturbation theory
needed is 2mF + 1, where the 2mF takes mF ? �mF and the extra
power takes X ? �X. The two terms in the Hamiltonian that can
do this are the K-doubling term and the mF-changing terms of
the rotating electric field. Our expansion is, schematically, the
following

Hcoup ¼
ðHLD þ HrotÞ2mFþ1

ðDEmF Þ
2mF

: ð40Þ

The ðDEmF Þ
2mF are the energy level differences between states with

different mF values, thus are related to the Stark splittings. This tells
us that

D � xef
xrot

dmfErot

� �2mF

; ð41Þ

where D is the energy splitting at the level crossing between other-
wise degenerate states with mF > 0 and mF < 0. The numerical prefac-
tor in this expression has a rather complicated form within
perturbation theory. However, its value can be computed by numer-
ically diagonalizing the relevant hyperfine-plus-rotation dressed
Hamiltonian [121]. The result, for the mF = ±3/2 states in Fig. 1b, is

Du=‘ � 170xef
xrot

dmfErot

� �3

; ð42Þ

where the superscript u refers to mixing between the jai and jbi
states, and the superscript ‘ to mixing between jci and jdi states.
In the absence of the hyperfine interaction, the average value of
the numerical prefactor is 170 and the upper and lower states have
the same avoided crossing. However, small fractional differences
between Du and D‘ turn out to be significant, and are discussed fur-
ther below.
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The presence of the electric field causes the states with jF = 1/2,
mF = ±1/2i and jF = 3/2, mF = ±1/2i to mix. Including the hyperfine
interaction into the numerical diagonalization yields

D ¼ 1
2
ðDu þ D‘Þ � 170xef

xrot

dmfErot

� �3

; ð43Þ

dD ¼ 1
2
ðDu � D‘Þ � 127xef

xrot

dmfErot

� �3 dmfErot

Ehf

� �2

: ð44Þ

It is evident that the average shift is the same, but now the upper
and lower levels acquire a different splitting due to the rotation-in-
duced mixing within the sublevels. The difference is suppressed rel-
ative to the average value of the splitting by a factor of ðdmfE=EhfÞ2,
reflecting the fact that higher orders of perturbation theory are
needed to include the effects of the hyperfine interaction. For
xef ¼ 2p� 10 kHz, xrot ¼ 2p� 100 kHz, dmfErot ¼ 2p� 10 MHz,
Ehf ¼ 2p� 45 MHz, then D = 2p � 2 Hz and dD = 2p � 0.06 Hz.

The magnitude of the rotation-induced mixing within any of the
four pairs of otherwise degenerate m = ±1/2 states is much larger
than the mixing within either pair of m = ±3/2 states, Du or D‘.
For this reason, the m = ±1/2 levels are probably not great candi-
dates for precision metrology in rotating fields.

An ion in a trap will feel an axial force pushing it towards the
axial position where the axial electric field vanishes, that is, the
location at which a is identically zero. This poses a problem, be-
cause at a = 0, each dressed state is an equal mixture of states with
X = 1 and with X = �1. In other words, the dressed states right at
the avoided crossing will have vanishing eEDM signal. The solution
is to bias the avoided crossing away from a = 0 by adding to the
trapping fields a uniform, rotating magnetic field which is instan-
taneously always parallel or anti-parallel to vector Erot,

B
!

rot ¼
Brot

Erot
E
!

rot: ð45Þ

In our convention, E
!

rot defines the quantization axis, so that the
number Erot will always be taken to be positive. The sign of Brot then
determines whether the co-rotating magnetic field is parallel
ðBrot > 0Þ or anti-parallel ðBrot < 0Þ. The energy levels are now as
shown in Fig. 8b. As derived below in Section 4.5, in the limit
BrotgFlB � Du=‘, the dressed states near a = 0 are once again states
of good mF and X. The energy splitting between the two states, as
altered by the rotation of the field, are given approximately by

Wu=‘ðErot;BrotÞ ¼ Ea=c � Eb=d ¼ �3axrot þ 3gu=‘
F lBBrot

þ ðDu=‘Þ2

6gu=‘
F lBBrot � 6axrot

� deEeff ; ð46Þ

where the + sign corresponds to u states, and the � sign to ‘ states.
Over the course of one axial oscillation of the ion in the trap, a

which is approximately proportional to the axial electric field, will
average to zero. Unfortunately, the contributions to dW from Erot

and from Brot are larger than that from the scale of the physics
we most care about, deEeff , and the spatial and temporal variation
in Erot and in Brot will reduce the coherence time of the spectros-
copy, as discussed in Sections 4.8–4.10 below. But to the extent
that one is able quite precisely to chop Brot to �Brot on alternate
measurements, the science signal still arises from the same combi-
nation as in Eq. (35):

Wu=‘ðErot;BrotÞ
D E

þ Wu=‘ðErot;�BrotÞ
D E

� �2deEeff ; ð47Þ

where the +/� corresponds to the u/‘ superscripts respectively, and
the brackets denote averaging over the excursions of a, which is as-
sumed to vary symmetrically about zero.

The equation above relies on several approximations. One needs
in particular that dmfErot � xef ; 3gFlBBrot � 170xef ðxrot=dmf

ErotÞ3, and dmfErot � xrot; a� 1, and dmfErot < Ehf . These are all
good approximations, but they are not perfect. For example, using
values from Appendix A, xrot=ðdmfErotÞ � 0:01, a small number, but
not zero. To what extent will imperfections in these approxima-
tions mimic an eEDM signal?

The driving principle of our experimental design is to measure de

with as close to a null background as possible. We are not especially
concerned if the right hand side of Eq. (47) is 1.9 deEeff rather than
2.0 deEeff . More important to us is that, if de = 0, the right-hand side
of Eq. (47) be as close to zero as possible. As we shall see, as long as
we preserve certain symmetries of the system we are guaranteed a
very high quality null. A preliminary remark is that the ‘‘energy’’ of
a dressed state, or more precisely the phase shift per period s, is
unaffected by an offset in how the zero of time is defined. A second
observation is that, in the absence of exotic particle physics (such as
nonzero eEDM), the energy levels of a diatomic molecule in external
electromagnetic fields are not affected by a global parity inversion.

Under the action of this inversion, all the fields and interactions in
the Hamiltonian transform according to their classical prescriptions,
whereas quantum states are transformed into their parity-related
partners. In a parity-invariant system, parity thus changes quantum
numbers, but leaves energies of the eigenstates unchanged. This is
true for the dressed states as well, since their eigen-energies emerge
formally from a time-independent Hamiltonian.

To formulate the effect of inversion symmetry we write the
electric and magnetic fields as

E
!
¼ Erotq̂0 þ Ezẑ; ð48Þ

B
!
¼ Brotq̂0; ð49Þ

where q̂0 ¼ cosðxrottÞx̂þ sinðxrottÞŷ and a ¼ tan�1ðEz=ErotÞ. The
dressed states defined by the rotating field are characterized by
the projection mF of total angular momentum on the axis defined
by the rotating electric field, E

!
rot=Erot. Because the magnetic field

is not strictly collinear with the electric field, and because of the
field rotation, mF is only approximately a good quantum number.
Nevertheless, considering the effect of parity on all the mF’s simul-
taneously, we can still map each dressed eigenstate into its parity-
reversed partner.

Assuming the ions are ‘‘nailed down’’ in their axial oscillation, at
a particular value of Ez and thus a, our various spectroscopic mea-
surements would give dressed energy differences EðErot;Brot;a;
mF ;XÞ � EðErot;Brot;a;�mF ;�XÞ. Now we invoke the following
symmetry argument: if we take the entire system, electric fields,
magnetic field, and molecule, and apply a parity inversion, that will
leave the energy of the corresponding levels unchanged. If further
we then shift the zero of time by p/xrot, in effect letting the system
advance through half a cycle of the field rotation, that also will not
change the corresponding energy levels of the dressed state, which
are after all defined over an entire period of the rotation. This
transformation effectively connects measurements made for
a > 0, above the mid-plane, to those with a < 0, below the mid-
plane. The combined transform acts as follows:

F!F

B
!

rot!�B
!

rot

E
!

rot!E
!

rot

Ez!�Ez

a!�a
~xrot!~xrot

mF!�mF

S
!
�B
!
! S
!
�B
!

d̂ � E
!
! d̂ � E

!

X!�X:

ð50Þ
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The last of these is equivalent to n̂ � ~r1, i.e., our symmetry operation
would change the sign of the EDM energy shift. However, in the ab-
sence of this shift we can expect the following exact relations be-
tween the dressed state energies:

EðErot;Brot;a;mF ;XÞ � EðErot;�Brot;�a;�mF ;�XÞ ¼ 0

EðErot;�Brot;a;mF ;XÞ � EðErot;Brot;�a;�mF ;�XÞ ¼ 0

EðErot;Brot;�a;mF ;XÞ � EðErot;�Brot;a;�mF ;�XÞ ¼ 0

EðErot;�Brot;�a;mF ;XÞ � EðErot;Brot;a;�mF ;�XÞ ¼ 0:

ð51Þ

Summing four equations and rearranging terms, we get that

Wu=‘ðErot;Brot;aÞ þWu=‘ðErot;�Brot;aÞ þWu=‘ðErot;�Brot;�aÞ

þWu=‘ðErot;Brot;�aÞ ¼ 0: ð52Þ

If we assume that the axial confinement is symmetric (not nec-
essarily harmonic), and that our spectroscopy averages over an
ensemble of ions oscillating in the axial motion with no preferred
initial phase of the axial motion (we will later explore the conse-
quences of relaxing this assumption) then the ions will spend the
same amount of time on average at any given positive value of a
as they do at the corresponding negative value of a, and thus the
averaged results yield:

hWu=‘ðErot;BrotÞi þ hWu=‘ðErot;�BrotÞi ¼ 0: ð53Þ

The combined result, in the absence of exotic particle physics, is
zero by symmetry. We did not need to invoke the various approx-
imations that went into Eq. (47). In particular, this null result is,
unlike the traditional Berry’s phase result, not based on the
assumption of very small ðxrot=dmfErotÞ. Also, for conceptual sim-
plicity we have discussed the result as being based on an average
over quasi-static values of a, but the symmetry argument does
not hinge on the axial frequency being infinitely slow compared
to xrot.
Fig. 9. The apparent energy shifts between mF = +3/2 and mF = �3/2 states in upper
(a and b) and lower (c and d) K-doublet levels versus Brot ,‘‘dressed’’ first by the
electric field rotation (xrot) and then by the ion’s axial trap oscillation (xz). At
Brot ¼ 0, there is an avoided crossing that mixes mF = ±3/2 states, with an energy
splitting at the crossing of Du=‘

eff . In the limit dmF gFlBBrot � Deff , the dressed states
are of good mF with an energy splitting slightly modified by Deff.
4.5. Frequency- or phase-modulation of axial oscillation

The trapped ions will oscillate in the axial direction at a fre-
quency xz, confined by an approximately harmonic axial trapping
potential Uz ¼ ð1=2ÞMx2

z z2. Upon moving away from the mid-
plane z = 0, the ions will experience an oscillating axial electric
field EzðtÞ ¼ �Mx2

z zðtÞ=e. The geometric phase correction to the
energy is then �mFxrotamaxcos(xzt), where amax ¼ Ez;max=Erot is
the maximum excursion of the tilt angle. Because the product xro-

tamax is again an energy, it is convenient to redefine the geometric
energy contribution in terms of a frequency xmax,

Egeo ¼ xmax cosðxztÞ; ð54Þ

with xmax = �dmFxrot amax.
For xz = 2p � 1 kHz, an ion cloud temperature of 15 K, an ion

whose axial energy Ez is twice the thermal value, for xrot and Erot

as shown in Appendix A, then a transition such as Wu/‘ with
dm = 3 will have a maximum frequency modulation xmax = 2p �
400 Hz.

Thus the electric field at the ion’s location undergoes two mo-
tions, the comparatively fast radial rotation, and the comparatively
slow axial wobble. We exploit the different time scales to create,
for each instantaneous value of a, the rotation-dressed states
worked out in the previous section. The effect of the axial wobble
is then described by the time variation of the amplitudes in these
dressed states. The time-dependent Schrödinger equation of mo-
tion for this is
i
@

@t
a
b

� �
¼

3
2gFlBBrotþxmax

2 cosðxztÞ D
2

D
2 �3

2gFlBBrot�xmax
2 cosðxztÞ

 !
a
b

� �
;

ð55Þ

where a and b are the probability amplitudes for being in the jai and
jbi states, respectively. For typical experimental values, xz is about
2p � 1 kHz, xmax will range as high as 2p � 1 kHz, and D (given by
Eq. (42)) is perhaps 2p � 2 Hz, and 3lBgFBrot is about 2p � 8 Hz.

Eq. (55) describes a system again governed by a periodic Ham-
iltonian, and we will therefore follow a similar course to Section
4.4 and search for dressed-state solutions W such that
W(t + ns) = e�in/W(t). Of course, this will only be valid in the limit
that xrot�xz, a necessary condition to write the time-dependent
Hamiltonian in Eq. (55). First, we get rid of fast time-dependence
by guessing solutions:

aðtÞ ¼ AðtÞ
X1

n¼�1
Jn

xmax

2xz

� �
e�ixznt ð56Þ

bðtÞ ¼ BðtÞ
X1

n¼�1
Jn
�xmax

2xz

� �
e�ixznt;

where Jn are Bessel’s functions of the first kind and A(t) and B(t) are
slowly varying functions. We then substitute our trial solutions into
Eq. (55) and use the recurrence relation (2n/x)Jn(x) = Jn�1(x) + Jn+1(x).
We multiply through byX1
n0¼�1

Jn0
xmax

2xz

� �
eixzn0t or

X1
n0¼�1

Jn0
�xmax

2xz

� �
eixzn0t

as appropriate. We then integrate over an axial time period, 2p/xz,
and make the approximation that A(t) and B(t) are unchanged over
this small time interval. This approximation should be good as long
as xz� D and xz � gFlBBrot. The integration then yields,

i
@

@t
A

B

� �
¼

3
2 gFlBBrot

Deff
2

Deff
2 � 3

2 gFlBBrot

 !
A

B

� �
ð57Þ

with

Deff ¼
X1

n¼�1
Jn

xmax

2xz

� �
Jn
�xmax

2xz

� �
D ¼ J0

xmax

xz

� �
D: ð58Þ

This results in dressed-state energies, now as a function of Brot,
and not a, as seen in Fig. 9. This clearly shows the requirement of
3gFlBBrot > Deff in order to keep jai and jbi as the dressed states.
This is true despite the fact that an ion will sample the avoided
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crossing in Fig. 8 during its axial oscillation in the trap, as
xmax � 3gFlBBrot in our experiment. Deff will have a maximum va-
lue of D at xmax/xz = 0 and will oscillate about zero according to
J0(xmax/xz).

For finite xmax/xz, the dressed states from Eq. (57) only appear
stationary if measured at integer multiples of the axial trapping
period, 2p/xz. Consider states j+i and j�i, symmetric and antisym-
metric combinations of states jai and jbi, respectively. In the limit
that dmFgFlBBrot � Deff , an ion initially in state j+iwill oscillate be-
tween j+i and j�i at the precession frequency x0 ¼ ðð3gu=‘

F lBBrotþ
deEeffÞ2 þ D2

eff Þ
1
2, when measured at integer multiples of the axial

trapping frequency. However, if our EDM measurement is made
after a non-integer number of axial oscillations, or if the ions have
different axial frequencies in the trap, the j+i to j�i oscillation will
be frequency modulated at xmax. For the example parameters, the
frequency-modulation index xmax/xz is less than 1, and thus the
spectral power of transition is overwhelmingly at x0, the quantity
which symmetry arguments above show is unaffected by Berry’s
phase. In an ensemble of ions which have a random distribution
of initial axial motions, the sidebands on the transition average
to zero, and would not pull the frequency of the measured central
transition. If instead the process of loading ions into the trap has
left the ions with an initial nonzero axial velocity or axial offset
from trap center, the measured frequency can be systematically
pulled from x0.

We note that increasing Erot or decreasing xrot reduces the va-
lue of xmax and thus the frequency modulation index. On the
other hand, these changes also would have the effect of increas-
ing the energy Erot of the micromotion of the ions in the rotating
fields. For harmonic axial confinement, we find the frequency
modulation for a dm = 3 transition obeys the following relation
xmax/xz = 3(Ez/Erot)1/2. Thus to keep the modulation safely under
unity for a comfortable majority of an ensemble of ions with an
average Ez given by Tz, one needs to choose operating parameters
such that Erot > 30kBTz. This inequality in turn places stringent
requirements on the spatial uniformity of Erot. On a time-scale
slow compared to 1=xrot; Erot acts like a sort of ponderomotive
potential analogous to the effective confining potential in a Paul
trap. If Erot = 30kBTz, then a spatial inhomogeneity in Erot of only
1.5% already gives rise to structure in the ponderomotive poten-
tial comparable to Tz.

To summarize the effect of axial motion: in the limit 3gFlBBrot

> D, ions prepared, for instance by optical pumping, in state jai
(or jbi) will remain in jai (or jbi). The energy difference between
dressed states which are predominantly either jai or jbi will be
slightly modified by the avoided crossing. But the important com-
bined measurement described by Eq. (47) will continue to yield
zero for de = 0, and the sensitivity of that combined measurement
to a nonzero EDM will not be much affected as long as xmax/
xz [ 1.

4.6. Structure of the measurements. What quantities matter

In the remainder of this section, we will look at the possible ef-
fects of various experimental imperfections on our measurement.

The symmetry argument in Section 4.2 presupposes the ability
to impose a perfect ‘‘B-chop’’, i.e., to collect data with alternating
measurements changing quite precisely only the sign of Brot. If
not only the sign but the magnitude of the rotating magnetic field
alternates, the situation is more complicated. There will likely be
contributions to the rotating magnetic field that are not perfectly
reversed in our B-chop, including displacement currents associated
with sinusoidally charging the electrodes that create the rotating
electric field. These effects can be quantified with a value Bstray

rot ,
and to lowest order they would appear as a frequency offset in
the chopped measurement:
Wu=‘ðE
!
;B
!

rot þ B
!

stray
rot Þ þWu=‘ðE

!
;�B
!

rot þ B
!

stray
rot Þ

¼ 6gu=‘
F lBB

stray
rot � 2deEeff : ð59Þ

This offset is very nearly the same for the upper and lower
states, to the extent that gu

F � g‘F , i.e., to the extent that
dgF � 1=2ðgu

F � g‘FÞ � gF . The effect of the stray field is reduced by
combining measurements from the upper and lower states, in
the form of a ‘‘four-way chop’’:

WuðE
!

rot;B
!

rot þ B
!

stray
rot Þ þWuðE

!
rot;�B

!
rot þ B

!
stray
rot Þ

� �
� W ‘ðE

!
rot;B

!
rot þ B

!
stray
rot Þ þW ‘ðE

!
rot;�B

!
rot þ B

!
stray
rot Þ

� �
¼ 12dgFlBB

stray
rot þ 4deEeff : ð60Þ

It may prove to be advantageous to shim the B-chop by deliber-
ately adding a non-chopped rotating magnetic field, Bshim

rot , and
adjusting its value until experimentally we measure

WuðBrot þ Bstray
rot þ B

shim
rot Þ þWuð�Brot þ Bstray

rot þ B
shim
rot Þ ¼ 0: ð61Þ

Then, a measurement in the lower K-doublet state gives

W ‘ðBrot þ Bstray
rot þ B

shim
rot Þ þW ‘ð�Brot þ Bstray

rot þ B
shim
rot Þ

¼ �2 1þ g‘F
gu

F

� �
deEeff ; ð62Þ

yielding a still more accurate value for 4deEeff .
What we care about most then are: (1) Things that perturb Wu

and W‘ differently, in particular the quantity dgF, but also the quan-
tity dg, to be defined and estimated in Section 4.8, and (2) to a les-
ser extent, we care about effects which affect WuðBrotÞ þWuð�BrotÞ
the same way as they affect W ‘ðBrotÞ þW ‘ð�BrotÞ, because, to the
extent that they lead to a measurement

WuðBrotÞ þWuð�BrotÞ ¼ þ2deEeff þ dsyst; ð63Þ

we can mistake a nonzero value for dsyst as an indicator for a non-
zero value of Bstray

rot . In that case, the shimming procedure discussed
above to remove Bstray

rot would lead to a combined result from the
four-way chop of 4deEeff þ ð4dgF=gFÞdsyst. This is down by a relative
factor of (dgF/gF) compared to the effects that differentially perturb
Wu versus W‘, but they could still be troublesome. And (3) to a still
lesser extent, we care about imperfections that perturb individual
measurements such as WuðBrotÞ, even if they do not perturb the
B-chop measurement, WuðBrotÞ �Wuð�BrotÞ, because, to the extent
that they vary over time, or depend on the trajectory of an
individual ion in the trap, they can reduce coherence times. This
leads not to systematic errors, but to a reduction in the overall
precision.

In addition to the B chop, state chop, and four-way chop dis-
cussed above, we can perform a rotation chop, by changing the sign
of xrot. Our hope is to keep experimental imperfections to a level
where the four-way chop is by itself already good enough to sup-
press systematic error below the desired level. Then repeating
the entire series of measurements with the opposite sign of xrot

(rotating the field CW instead of CCW) will to the extent it yields
the same final value of 4Eeff de provide a useful redundant check.

4.7. An estimate of dgF=3/2

There are two leading contributions to dgF=3/2 in our molecule.
In the regime in which we will operate (a regime wherein X is a
signed quantity) they are to a good approximation independent
of each other. These two contributions are the zero-field difference
and the induced difference caused by the applied electric field. In
the zero-field limit, the former is dominant. However, in the limit
in which we are working, the latter dominates.
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The zero electric field contribution arises due to centrifugal dis-
tortion effects in the molecular Hamiltonian. In Section 4.2, we
wrote the Zeeman Hamiltonian in Eq. (22). We omitted two terms
which connect states of X ? �X. Therefore, these states will give
rise to a parity dependent g-factor for each J-level. The Hamiltoni-
ans which govern this interaction can be found with the use of per-
turbation theory in a manner similar to the approach used to find
the K-doubling parameters. Brown et al. [118] and Nelis et al.
[120] have written these terms as

HZeeman Dist ¼ �
1
2

grSlBðBþJ�SþS� þ B�JþS�SþÞ

HZeeman Doub ¼
1
2

g0rSlBðBþJþS2
þ þ B�J�S2

�Þ;
ð64Þ

where HZeeman Dist is the centrifugal distortion induced by the mag-
netic field and HZeeman Doub is the Zeeman induced K-doubling. HZee-

man Dist is parity independent while HZeeman Doub is parity dependent.
Due to the nature of the perturbation approach, we can estimate the
size of g0rS in terms of the K-doubling J = 1 energy splitting xef

jg0rSj �
xef

2Be

���� ����; ð65Þ

In addition, if the 3D1 state of interest is composed of a (s)r(d)d
molecular orbital (where (s) and (d) refer to atomic orbitals with
l = 0, 2), then grS ¼ g0rS is expected. The difference in zero-field g-fac-
tors is then given by twice the value in Eq. (65). It is evident that
this effect is quite small, of the order 10�6 for HfF+.

The electric field dependent g-factor arises due to the mixing of
rotational levels J in the molecule. The levels with J = 2, while far
away in energy compared to the Stark energy dmfErot, are perturb-
ers. In the signed X basis, the mF sub-levels in the J = 2 level have a
smaller cF value than do the mF sub-levels in the J = 1 level. There-
fore, the states which go up (down) in energy in the J = 1 level
‘‘gain’’ (‘‘run’’) on (from) the J = 2 level. When one includes the ef-
fects of Hyperfine interactions, there are multiple connections to
each sub-level. In the J = 1, mF = ±3/2 levels that we are interested
in, we can write an analytic expression for the electric field depen-
dent dgF factor

dgFðErotÞ ¼
X
J0 ;F0

dmfErot

BeðJ þ 1Þ
gF

cFX
½F; F 0; J; J0	2 F 1 F 0

�mF 0 mF

� �2

� J 1 J0

�X 0 X

� �2 F 0 J0 I
J F 1

� 	2

; ð66Þ

where ½J; J0; . . .	 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð2J þ 1Þð2J0 þ 1Þ . . .

p
. The terms in parentheses are

3J-symbols while the term in curly brackets is a 6J-symbol. The sum
runs on all states connected to jJ,Fi by the electric field. In the case
of HfF+ with a J = 1, F = 3/2 ground state, the sum contains the J0 = 2
and F0 = 3/2, 5/2 states. Since the rotation constant Be is far larger
than either dmfErot or Ehf, only Be is included in the perturbative
expression for dgFðErotÞ. For the parameters here, this contribution is

dgF¼3=2

gF¼3=2
ðErotÞ ¼

9dmfErot

40Be
; ð67Þ

which means that the fractional shift dgF=3/2/gF=3/2 is a few 10�4. The
same approach gives that the electric field ‘‘g’’ factor, cF, will shift in
the same manner such that dcF/cF � 10�4.

For rotating fields, another contribution to dgF arises from non-
vanishing value of xrot=ðdmfErotÞ. The states with X = 1 and X = �1
are equally affected by the rotating field since they have an equal
Stark shift in the absence of hyperfine interactions. However, be-
cause the levels with jF = 3/2, mF = ±1/2i are repelled by the lower
jF = 1/2, mF = ±1/2i states, the effective Stark difference between mF

levels with X = �1 (upper levels) is smaller than the same mF levels
with X = +1 (lower levels). The scale at which this difference will
appear is then determined by how much the lower hyperfine state
pushes on the upper due to the coupling induced by the electric
field.

dgF¼3=2

gF¼3=2
¼

ffiffiffi
6
p

c2
F¼3=2

x2
rot

dmfErotEhf
: ð68Þ

This fractional shift is of the order a few 10�4 and is therefore about
the same magnitude as the electric field induced mixing of higher
rotational levels.

4.8. Dependencies on Erot

Proximity to the avoided crossing shown in Fig. 8b means that
the transitions Wu and W‘ will have residual dependencies on
Erot, which in turn may lead to decoherence or systematic errors.
We characterize the sensitivity of Wu/‘ to small changes in Erot with
the following expansion

Wu=‘ðE0
rot þ dErot;BrotÞ ¼Wu=‘ðE0

rot;BrotÞ þ gu=‘dErot ð69Þ

with

gu=‘ � @Wu=‘

@Erot

�����
E0

rot ;Brot

¼ ðDu=‘Þ2

gu=‘
F lBBrotErot

; ð70Þ

using the expressions in Eqs. (42) and (46). Any spatial inhomoge-
neity in Erot that does not average away with ion motion will lead
to a decoherence rate given approximately by gdErot.

In terms of systematic errors, if chopping the sign of Brot gives
rise to an unintended systematic change in the magnitude of Erot

(call it dEchop), for instance due to motional fields discussed later,
or due to ohmic voltages generated by the eddy currents, then
there will be a frequency shift in a B-chop combination,
2gu=‘dEchop. To the extent that dg ¼ 1

2 ðgu � g‘Þ is nonzero, some of
this shift will survive a four-way chop as well. The dominant con-
tribution to dg is likely from dD, rather than from dgF. Assuming
this limit, the systematic error surviving is

8
dD
D

gdEchop � 6
dmfErot

Ehf

� �2

gdEchop: ð71Þ

For a large but not inconceivable value for dEchop of 100 lV/cm,
and for other values as in Appendix A, this works out to comfort-
ably less than 100 lHz, and is therefore not a problem. But this
error would scale as E�5

rot, and thus could cause trouble if for other
reasons we chose to decrease Erot. The science signal is roughly
independent of Erot, which should allow for the source of error to
be readily identified.

4.9. Perpendicular B-fields

The quantization axis is essentially defined by Erot. The shift of
the various levels jai, jbi, jci, jdi due to a component of the mag-
netic field perpendicular to Erot is on the order of

�3
4
ðgFlBB?Þ

2

cFdmfErot
ð72Þ

for the upper/lower states. In the absence of rotation, the lowest-or-
der correction to Wu=‘ðBrotÞ goes as

�3
2

g3
Fl3

BB
2
?Brot

ðcF dmfErotÞ2
: ð73Þ

For reasonable experimental parameters, this will be a negligible
number. The lowest-order correction to the state-chop combina-
tion, WuðBrotÞ �W ‘ðBrotÞ is smaller still and goes as
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3
2

g3
Fl3

BB
2
?Brot

cFdmfErotEhf
: ð74Þ

It is similar in form to the difference in g-factors caused by the rota-
tion of the field.

When we turn on rotation, there is an additional larger contri-
bution to Wu=‘ðBrotÞ. If we assume (as a worst case) that B? is
purely axial, not azimuthal, then the lowest-order effect of B? is
to tilt the quantization axis by angle given by

�gFlBB?
cF dmfErot � lBgFBrot

; ð75Þ

with the +(�) in the numerator corresponding to the upper(lower)
states and the +(�) in the denominator corresponding to the
X = �1(+1) states. This has the leading order effect on Wu/‘ of

3xrotg2
Fl2

BB?Brot

ðcFdmfErotÞ2
ð76Þ

even a rudimentary nulling of the Earth’s magnetic field, say to be-
low 25 mG, will leave this term negligible, for parameters in Appen-
dix A. Its contribution to the state chop, WuðBrotÞ �W ‘ðBrotÞ, is still
smaller by dmfErot=Ehf

xrotg2
Fl2

BB?Brot

cF dmfErotEhf
ð77Þ
4.10. Stray contributions to Bk: uniform or time-varying B fields

In the previous section we have seen that the effects of B? are
small. Spatial or shot-to-shot variation in Bk, on the other hand,
can limit coherence time through its contribution to Wu/‘. The big-
gest contribution to Bk is of course the intentionally applied rotat-
ing field Brot. Let’s examine the various other contributions to Bk.

Static, uniform fields: B fields of this nature are relatively harm-
less. Bk is defined relative to the quantization axis bE rot. The time-
average of Bk is hBki ¼ hB

!
�bE roti. Since bE rot sweeps out a circle with

angular velocity xrot, the contribution to the time-averaged Bk
from a uniform, static magnetic field averages nearly to zero in a
single rotation of the bias electric field, and still more accurately
after a few cycles of axial and radial motion in the trap. The average
electric field in the ion trap must be very close to zero, or the ions
would not remain trapped. In the case of certain anharmonicities in
the trapping potential, however, one can find that the average va-
lue of bE rot is nonzero, even if the average value of E

!
rot is zero. For

instance, an electrostatic potential term proportional to z3, along
with a uniform axial magnetic field Bz, will for an ion with nonzero
axial secular motion, yield a nonzero hBki. In addition, nonzero Bz

will interact with the tilt of E
!

rot oscillating with an ion’s axial mo-
tion at xz to cause a frequency modulation similar to the one dis-
cussed in Section 4.5. A uniform magnetic field in the x–y plane
will cause a frequency modulation at xrot. If the modulation index
for either of these modulations approaches one, the modulation
will begin to suppress the contrast of spectroscopy performed at
the carrier frequency. For uniform magnetic fields with amplitude
less than 10 mG (achievable for instance by roughly nulling the
earth’s field with Helmholtz coils), frequency modulation indices
will be small, and, barring pathologically large z3 electrostatic
terms, the mean shifts from uniform, static B fields will be less
than 1 Hz and can be dealt with by means of an applied Bshim

rot as
discussed in Section 4.6.

Time-varying magnetic fields with frequency near xrot can
cause more trouble. If the time between the two Ramsey pulses
used to interrogate the frequency is tRamsey, then the dangerous
bandwidth is 1/tRamsey, centered on xrot. We discuss in order (i)
thermally generated fields from the electrodes, (ii) ambient mag-
netic field noise in laboratory, (iii) magnetic fields associated with
the application of Erot, oscillating coherently with Erot, (iv) shot to-
shot variation in magnitude of applied Brot, and (v) spatial inhomo-
geneities in Brot.

(i) Proposed EDM experiments on trapped atomic species such
as Cesium are vulnerable to magnetic field noise generated
by thermally excited currents in conductors located close
to the trapped species [126]. In our case, the effect is less
worrisome because, vis-a-vis the trapped atom experiments,
our bandwidth of vulnerability is centered at much higher
frequency fields, because our molecules are trapped consid-
erably further from the nearest conductors, and because the
sensitivity of our measurement of de to magnetic field noise,
which goes as gFlB=Eeff is down by a factor of 104. The spec-
tral density of thermal magnetic field noise (which is calcu-
lated in reference [127] in the simplified geometry of a semi-
infinite planar conductor) will surely be less than 1 pG/Hz1/2

in our bandwidth of vulnerability. This effect is negligible.
(ii) Like thermal magnetic noise, technical magnetic noise in our

lab arising for instance from various nearby equipment will
not so much decohere an individual measurement as gener-
ate shot-to-shot irreproducibility between measurements.
What level of noise are we sensitive to? As we discuss in Sec-
tion 6 below, the precision of a single trap load is unlikely to
be better than 300 mHz, meaning magnetic field noise less
than 0.2 lG/Hz1/2 would not hurt us, for a 1 s interrogation
time. Measurements made in our lab show that there are a
number of magnetic field ‘‘tones’’ of very narrow bandwidth,
associated with harmonics of 60 Hz power and various
power supplies. As long as we choose xrot to not coincide
with one of these frequencies, in the range of 50 kHz to
300 kHz ambient magnetic frequency noise in our lab has
spectral density typically less than 0.02 lG/Hz1/2. For this
reason, at least for the first generation experiment, there will
be no explicit effort to shield ambient magnetic field other
than to use Helmholtz coils to roughly null the earth’s dc
field. The steel vacuum chamber will in addition provide
some shielding at 100 kHz.

(iii) In traditional eEDM experiments, one of the most difficult
unwanted effects to characterize and bring under control is
magnetic fields generated by leakage currents associated
with the high voltages on the electrodes that generate the
principal electric field. In our case the bulk of the electric field
Eeff is generated inside the molecule. The laboratory electric
fields are measured in V/cm, not kV/cm, and leakage currents
as traditionally conceived will not be a problem for us. On the
other hand, the electric field does rotate rapidly, and thus the
electrode potentials must constantly oscillate. Displacement
currents in the trapping volume between the electrodes,
and real currents in the electrodes themselves and in the wire
leads leading to them, will generate magnetic fields with spa-
tial gradients and strengths that oscillate coherently with Erot

at the frequency xrot. The spatial structure of the oscillating
magnetic fields will depend on the geometry of the electrodes
and in particular on the layout of the wire leads that provide
the current to charge them. In principle, shim coils can be
constructed just outside the trap electrodes and driven with
various phases and amplitude of current oscillating at xrot,
all in order to further control the shape of the magnetic
field. The one immutable fact is the Maxwell equation,
r�B

!
¼ c�2@ E

!
=@t. The dominant time dependence of the

electric field is from the spatially uniform rotating field, and
thus for a circular field trajectory, the dominant contribution
to the magnetic field structure goes as
r� B
!
¼ kŷ0 ð78Þ



18 A.E. Leanhardt et al. / Journal of Molecular Spectroscopy 270 (2011) 1–25
with

k ¼ c�2Erotxrot

¼ 350 nG=cm� xrot

2p� 100 kHz


 � Erot

5 V=cm

� �
; ð79Þ

where ŷ0 is the direction in the x–y plane orthogonal to the
instantaneous electric field. The curl determines only the
spatial derivatives of B; B itself only depends on the bound-
ary conditions. An idealized arrangement of current carrying
leads and shim coils could in principle force the B field to be

B
!

ideal ¼ kx0ẑ: ð80Þ

where k is given by Eq. (79) and x0 is displacement in the x–y
plane along the direction of the instantaneous rotating elec-
tric field. These fields would be perpendicular to the quanti-
zation axis provided by the electric field, and would have
negligible effect on the transitions of interest. While realizing
such an idealized displacement field would be very difficult,
there are relatively simple steps to take to minimize the dis-
placement fields. For instance, each rod-like electrode can be
charged up by two leads, one connected to each end of the
rod, with the leads running along respective paths symmetric
in reflection in the z = 0 plane to a common oscillating volt-
age source outside of the vacuum can, at z = 0. It is worth
considering a maximally bad electrode layout, to put a limit
on worst-case performance. Our electrodes will be spaced
by about 10 cm and mounted in such a way that their capac-
itance to each other or to ground will be at worst 5 pF. If the
charging current is provided entirely by a single lead con-
nected to one end of the rod, the peak current running down
the rod near its center will be 80 lA, leading to a worst-case
field magnitude at the trap center of about 20 lG, and a con-
tribution to Wu/‘ of perhaps 2.5 Hz. Spatial gradients of this
effect, and shot-to-shot irreproducibility of this effect will
not contribute to decoherence at the 0.1 Hz level. As for its
contribution to systematic error, this shift will survive the
B-chop, but will be suppressed in the four-way chop by the
factor (dgF/gF), perhaps a factor of a thousand. For still better
accuracy the shift should be nulled out of the B chop by
adjusting Bshim

rot , as discussed in Section 4.6.

(iv) Given that the main effect of Brot is to apply an offset fre-

quency, 3gFlBBrot of perhaps 8 Hz, and given that (see Sec-
tion 6) the single-shot precision is unlikely to be any
better than 300 mHz, the shot-to-shot reproducibility of
Brot need be no better than a part in 30, a very modest
requirement on stability. Decoherence then is not a problem,
but a potential source of systematic error arises if the B chop
is not ‘‘clean’’ that is if Brot before the chop is not exactly
equal to �Brot after the chop. This sort of error could arise
for instance from certain offset errors in op-amps generating
the oscillating current. Experimentally, one adjusts Bshim

rot to
cancel these offsets, but even in the absence of that proce-
dure, the four-way chop cleans up these sorts of errors. For
a rather egregious fractional deviation from B-chop cleanli-
ness of, for instance, 1%, and for (d gF/gF) < 0.001, the system-
atic error remaining after the four-way chop is 10�5 of the
offset frequency of perhaps 8 Hz. In HfF+ this is a systematic
error on de of 10�29 e cm. For ThF+ the error as referred to de

is smaller still, and of course if we avail ourselves of Bshim
rot so

as to null the post-B-chop signal to <100 mHz, the system-
atic error on de will be less than 10�29 e cm for either species.

(v) The largest single contribution to decoherence (with the
exception of spontaneous decay of the 3D1 line to a lower
electronic state) will likely be due to spatial inhomogeneity
in the applied rotating bias field Brot. That is to say, spatial
inhomogeneities in B
!

that rotate in the x–y plane at fre-
quency xrot. First-order spatial gradients in Brot are not
important, because ion secular motion in the trap will aver-
age away the effects of these gradients leaving only the value
of Brot at the center of the trap. Second-order spatial gradi-
ents on the other hand will lead to nonzero average fre-
quency shifts whose value will vary from ion to ion in a
thermal sample of ions, depending on conserved quantities
of individual ion motion like the axial secular energy Ez or
radial secular energy Eq, quantities with thermally averaged
values of kTz and kTq, respectively, and with ion-to-ion vari-
ation comparable to their mean values. The Brot will be gen-
erated by current-carrying rods which are of necessity within
the vacuum chamber because of the screening effects of a
metal vacuum chamber. Unless particular care is taken in
the design of these rods, the second-order spatial gradients
in Brot will scale as 1/X2, where X is the characteristic size
(and spacing) of the current carrying rods. The contribution
to the inhomogeneity of the time-averaged value of Brot

experienced by a thermal sample of ions orbiting in a cloud
with r.m.s size r is then of order ðr2=X2ÞBrot, leading to an
ion-to-ion frequency variability of order ðr2=X2Þ3gFlBBrot

For planned parameters of the experiment, (r2/X2) is of order
0.01. We have seen from Section 4.5 above that the quantity
3gFlBBrot must be at least about five times larger than D in
order to make the eigenstates in the rotating fields be states
of good mF. Thus in the absence of explicit apparatus design
to null the second-order spatial gradient in Brot (The rod-like
electrodes that bear the charge that generates Erot are in the
second-generation trap the same objects that carry the cur-
rent that generates Brot and thus their shape is already sub-
ject to multiple design constraints) we may have to live
with a decoherence rate from this effect on the order of
0.05D, perhaps 0.5 s�1, for the experimental values given in
Appendix A. The inhomogeneity in Brot should reverse quite
cleanly with theB chop, and residual imperfections there will
be cleaned up with the four-way chop, and thus the effects of
the second-order gradients in Brot are expected to be pre-
dominantly a source of decoherence, rather than systematic
error on measured de.

4.11. Stray contributions to Bk: static B-field gradients

We now return to discussing static magnetic fields, now includ-
ing the effects of spatial gradients. With the characteristic size of
the ion cloud r being smaller than the characteristic distance X
from cloud center to source of magnetic field by a ratio of 0.1 or
smaller, it makes sense to expand the field about the uniform value
at the trap center. The most general first-order correction to a sta-
tic magnetic field in the absence of local sources can be character-
ized by five linearly independent components as follows:

B
!
¼ B0axgrad zẑ� x

2
x̂� y

2
ŷ


 �
þ B0transðxx̂� yŷÞ þ B01ðyx̂þ xŷÞ

þ B02ðzx̂þ xẑÞ þ B03ðyẑþ zŷÞ: ð81Þ

By far the most important effect of these terms is the ‘‘micromo-
tion-axial gradient interaction.’’ As discussed in Section 3.2 above,
the displacement of an ion’s circular micromotion ~rrot is exactly
out of phase with the rotation of its quantization axis bE , see Eq.
(6). Averaged over a cycle of xrot, this will give rise to a nonzero
average contribution to Bk and cause a shift in Wu/‘ given by
3gFlBB

0
axgradrrot ¼ 3gFlBB

0
axgradeErot=ðMx2

rotÞ. A guess for a possible
value of stray B0axgrad is 2 mG/cm, which for anticipated experimen-
tal parameters would lead to a shift in Wu/‘ of order 4 Hz, and this
shift would survive the B chop. As with the effect of displacement
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currents, one expects the systematic effect of the shift to be reduced
after the four-way chop by (dgF/gF), but for maximum accuracy the
effect should be shimmed out of the B chop, either by adjusting the
value of Bshim

rot , or by applying (say with anti-Helmholtz coils exter-
nal to the vacuum chamber) a compensating value of B0axgrad.

A smaller effect arises from the interaction of the magnetic field
gradient with the component of the electric fields responsible for
providing ion confinement, which after averaging over cycles of
xrot and xrf, always point inward, giving rise to a net inward-
pointing time average of bE . If we look at only the component of
the first-order magnetic field gradient that points towards or away
from the trap center

B
!

central ¼ ðB0trans � B
0
axgrad=2Þxx̂þ ð�B0trans � B

0
axgrad=2Þyŷ

þ B0axgradzẑ: ð82Þ

The net contribution to Bk comes from integrating, along the rf
and rotation micromotion trajectories, over first a rotational cycle,
and then an rf cycle, and then a secular cycle in a given direction.
We assume that the trap is sufficiently harmonic that there is no
cross-dimensional mixing of secular energy, that xx, xy, and xz

are incommensurate and with principle axes as defined in Eq.
(81), and that hard-momentum-changing collisions are rare en-
ough so that, during the duration of a spectroscopic measurement,
there is no change in Ei, the sum of the kinetic and potential energy
associated with an individual ion’s secular motion in the ith direc-
tion. The contribution to Bk is then,

dBk ¼ � ðB0trans=2� B0axgrad=4ÞEx þ �B0trans=2� B0axgrad=4

 �

Ey



þB0axgradEz

�
=ðeErotÞ: ð83Þ

The contribution to Bk averaged over a thermal sample of ions is gi-
ven by the above expression with Ei replaced by Ti. Note that for
Tx = Ty = Tz, several terms cancel and the thermally averaged contri-
bution to Bk is just B0axgradEz=ð2eErotÞ. The decohering effect is com-
parable because within a thermal sample, Ex, Ey, and Ez will in
general differ from one another for a given ion, and between differ-
ent ions. For B0axgrad and B0trans each about 2 mG/cm, ion temperatures
about 15 K, the mean shift in Wu/‘ for typical experimental param-
eters given in Appendix A might be 30 mHz, with a comparable con-
tribution to dephasing.

The three remaining terms in the first-order gradient, B01; B
0
2

and B03, will contribute to a shift in Bk only when combined with
other (usually small) trap imperfections, for instance the plane of
rotation of Erot being tilted with respect to the principal axes of
the confining potential. The net effects will be correspondingly
smaller than those from B0trans.

Just as with the second spatial derivative of Brot, the spatial
derivative of B0axgrad, coupled to a thermal spread in the size of ion
orbits, can give rise to decoherence. Of course, Baxgrad is defined al-
ready as a first spatial derivative of a magnetic field, thus the
dephasing arises from a third derivative of the field, and its rate
should be down from the mean size of the shift (roughly estimated
above at 4 Hz) by a factor of order (r/X)2, or a factor of one hundred.
Even spatially uniform B0axgrad could give rise to decoherence if there
is a spatial dependence in rrot. The fractional change in rrot is the
same as the fractional change in Erot. As discussed in Section 3.2, this
should be smaller than 0.5% over the typical size of the ion sample.

As a coda to this subsection, it is worth considering that apply-
ing a very spatially uniform Brot may be very challenging because
of difficult-to-model eddy currents induced in electrodes and
light-gathering mirrors. On the other hand a purposely applied sta-
tic B0axgrad would be perturbed only by the magnetic permeability of
trap construction materials, which can be minimized and modeled.
One way or another we will need to bias away from the avoided
crossing discussed in Section 4.4, but it may turn out that this
can be accomplished with greater spatial uniformity and thus with
a lower total decoherence rate by omitting the applied Brot alto-
gether, and providing the bias with a deliberately applied B0axgrad

field. The B chop could be accomplished by chopping the sign of
B0axgrad. The parity invariance argument of Section 4.4 above can
readily be modified to describe a chop of B0axgrad rather than a chop
in Brot.

To sum up Sections 4.10 and 4.11, we have looked at a range of
ways in which various contributions to Bk can shift Wu and W‘.
Decoherence due to shot-to-shot fluctuations or spatial inhomo-
geneity should not be a problem out to beyond 1 s coherence
times. Various effects can shift Wu and W‘ by as much as a few
Hz, and this shift can survive a B chop. With dgF/gF on order of
10�4, and Eeff estimated at 90 GV/cm in ThF+, after a four-way
chop the remaining systematic error will be a few 10�29 e cm,
but this can be dramatically reduced by tuning away the post-
B-chop signal with Bshim. The most dangerous systematic error
would be if Brot were systematically different between measure-
ments on the upper and on the lower states. Chopping between
upper and lower states will be determined by variations in optical
pumping, which should be well decoupled from the mechanisms
that generate Brot.
4.12. Relativistic (ion-motion-induced) fields

The largest component of the velocity on the ions is that of the
micromotion induced by Erot; for reasonable experimental param-
eters it will be less than 1000 m/s. In typical lab-frame magnetic
fields of a few mG, the motion will give rise, through relativistic
transformation, to electric fields of order of a few lV/cm, which
are irrelevant to our measurement. Conversely, motion at
1000 m/s in typical lab-frame electric fields of 10 V/cm generates
a magnetic field of 0.1 lG. This field will be rigorously perpendic-
ular to the electric field, the quantization axis, and thus represents
only a negligible modification to the generally unimportant B?.
4.13. Effect of RF fields

The effects of the rf electric fields providing Paul trap confine-
ment are best understood by putting them in the context of a
three-tier hierarchy of electric field magnitudes and frequencies.

(i) Erot, the nominally uniform, rotating electric field, with field
magnitude of perhaps 5 V/cm and frequency xrot = 2p �
100 kHz.

(ii) Erf , the Paul-trap fields, are highly inhomogeneous, but at a
typical displacement in the x–y plane of perhaps 0.5 cm,
the field strength might be 75 mV/cm, or two orders of mag-
nitude less than that of Erot, oscillating at a frequency,
xrf = 2p � 15 kHz which is one order of magnitude less than
xrot. At a fixed point in space, the rf fields average rigorously
to zero over time, but averaged instead along an ion’s rf
micromotion trajectory, the rf fields contribute to

(iii) the inward-pointing trapping electric field, again very inho-
mogeneous but with typical strength down from peak rf-
field values by factor of (xrf/xi), another order of magnitude,
to perhaps 5 mV/cm. From the ion’s perspective, the direc-
tion of the trapping fields oscillate with the ion’s secular
motions in the trap, at frequencies xi of perhaps 2p � 1 kHz,
the slowest time scale by an order of magnitude.

The effects of the strong, fast Erot have been discussed exten-
sively throughout Section 4, and those of the weak, slow trapping
fields were covered in Section 4.11 above. In this subsection we
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argue that the rf electric fields, intermediate in both frequency and
strength, are the least significant of the three categories.

The effects of the rf fields averaged over the rf micromotion tra-
jectory are discussed in Section 4.11. The remaining part averages
to zero in one rf cycle, but is roughly frozen at a single value over
the duration of one cycle of xrot. The dominant source of the rf
fields’ time-averaged contribution to transitions Wu/l is in very
small corrections to Berry’s phase energy associated with the rota-
tion of Erot. See Fig. 10. The correction to the solid angle arising
from Erf goes as (Ez/Erot)(Erf/Erot)2. If we include a factor of xrot to
get a Berry’s energy shift and evaluate for typical experimental
parameters, the magnitude of the resulting frequency shift will
be about 20 mHz, and will oscillate in sign with the axial secular
motion. The magnitude of radial rf fields scales linearly with the ra-
dial secular displacement. If secular frequencies were commensu-
rate, in particular if xz = 2xr, then this 20 mHz shift could
contribute to a decoherence rate at the negligible level of a few
tens of mHz. For incommensurate ratios of xz/xx or xz/xy, the rf
fields will be still less important.

4.14. Systematic errors associated with trap asymmetries

The symmetry argument of Section 4.4 was based on parity
invariance. This argument is only as good as reflection symmetry
of the electric and magnetic fields in the region of the trapped ions.
In this section we look, as an example, at the consequences of a
symmetry imperfection.

The electrodes used to generate Erot have been numerically de-
signed to make Erot as spatially uniform as possible, but imperfec-
tions in design and construction of the trap and imperfect drive
electronics will lead to some residual field nonuniformity. Suppose
that the magnitude of the Erot was consistently larger in the region
of the trap for which z > 0, so that the value of Erot over the z > 0
half of an axial secular oscillation is about 0.3% larger than that
experienced over the z < 0 half. Thus the frequency modulation of
perhaps ±500 Hz, discussed in Section 4.5 will no longer average
to precisely zero over an axial cycle but instead a net contribution
of about 1.5 Hz to Wu. Such a frequency shift would survive a B
chop, and, following the protocol discussed in Section 4.6, we could
very likely incorrectly identify this shift as arising from the pres-
ence of a Brot

stray, and apply a value of Bshim to largely null the
1.5 Hz shift. After a complete four-way chop, we would be left with
a systematic error on the order of (dgF/gF) � 1.5 Hz, or about
0.4 mHz.

For the value of Eeff estimated for HfF+, a 0.4 mHz error corre-
sponds to a systematic error on de of the order of a few
(a) (b)

x x

zy

rot

rf
z

Fig. 10. Over one rotation of Erot , both Erf and Ez are quasistatic. The total electric
field is the sum of all three and its trajectory over one cycle of Erot is plotted as the
dotted line projected onto (a) the x–y and (b) the x–z planes. The electric field
trajectory is a circle of radius Erot , parallel to and displaced from x–y plane, a circle
whose center is offset from the z-axis by Erf . In the limit jErf j � jErotj, the solid angle
subtended from the origin by this circle differs only slightly from that subtended by
a circle with vanishing Erf . The magnitudes of both Erf and Ez relative to Erot are very
much exaggerated for clarity.
10�29 e cm. For ThF+, the error on de would be about three times
smaller. We continue a more general discussion on systematic er-
rors in Section 6.4 below.

5. Collisions

The overarching strategy of the trapped-ion approach to preci-
sion spectroscopy is to accept low count rates in exchange for very
long coherence times. In some previous precision measurement
experiments with trapped ions, the very best results have come
from taking this to the extreme limit of working with only one
ion [128–135], or in some cases a pair of ions [136], in the trap
at any given time. More often however, optimal precision is
achieved working with a small cloud of trapped ions. In this section
we evaluate various detrimental effects of ion–ion interactions.

5.1. Mean-field

With no electrons present to neutralize overall charge, even a
relatively low density cloud of ions can have a significant mean-
field potential. A spherically symmetric sample of Nion ions con-
fined within a sphere of radius r will give rise to a mean-field
potential

Umean-field

kB
� 3 K� Nion

1000

� �
r

0:5 cm


 ��1
: ð84Þ

At values of the mean-field interaction energy comparable to or lar-
ger than kBT, there is a risk of instabilities, viscous heating, and
other undesirable effects; even in their absence, systematic errors
are more difficult to analyze in the strong mean-field limit. Ion-trap
experiments have been performed at much higher mean-field
strengths, and indeed there have been precision spectroscopy
experiments done in systems for which the interaction potential
even between an individual pair of nearest-neighbor ions is much
larger than kBT. However, these systems exhibit a high degree of
spontaneous symmetry breaking including crystallization [137].

For the purpose of this paper, we assume the experiments will
be done in the low mean-field limit, say

Umean-field K 1
3

kBT: ð85Þ

In this limit, mean-field effects are relatively benign, and can be
modeled as a modest decrease in the trap confining frequencies,
xi, plus the addition of some anharmonic terms to the potential.
Crucially for the arguments presented in Section 4.4, these addi-
tional modifications do not break any of the reflection- or rota-
tion-based symmetries of the trapping fields. We note that Eqs.
(84) and (85) combine to set limits on various combinations of
the ion number, Nion, ion temperature, T, cloud radii, ri /

ffiffiffiffiffiffiffiffi
kBT

Mx2
i

q
,

and mean ion density, n / Nion
rxryrz

. This necessitates making various
compromises in selecting operating parameters.

In Section 4.5, we saw that the axial component of the electric
field at the ion’s location, Ez, tilts the rotating electric field and
gives rise to an apparent shift of the energy of our spectroscopic
transition, linear in Ez. This energy shift integrated over time in
turn gives rise to an oscillatory phase shift, D/ ¼ xrot

Erot

R
Ezdt. In a

one-component ion cloud, the effects of long-range, grazing-angle
ion–ion collisions may be thought of as simply a fluctuating com-
ponent to the local electric field, and the integrated effect of those
fluctuations will make a random contribution to the phase shift.
We present a simple argument to show that the resulting rms
spread in phase does not continue to increase with time but
reaches a steady-state asymptote. This is because Ez not only shifts
the transition energy, it also causes an axial force and correspond-
ing acceleration, which, like the shift in transition energy, is linear
in Ez. Integrated over time, Dpz ¼ e

R
Ezdt, this fluctuating force re-



εrot εrot
(a) (b)

εion

θ

Fig. 11. Geometric phases accumulated during an ion–ion collision. (a) A typical
ion–ion collision trajectory (red), resultant Rutherford scattering angle, h, and ion–
ion interaction electric field, Eion, are shown in the collision plane (blue). For clarity,
the collision plane has been taken perpendicular to the instantaneous direction of
Erot. (b) During an ion–ion collision the molecular axis adiabatically follows the net
electric field vector, E

!
rot þ E

!
ion, and traces out the contour (black) on the unit sphere

(yellow). The solid angle, DAðhÞ, subtended by this contour gives rise to a geometric
phase accumulated by the eigenstates during the collision. This leads to decoher-
ence of the spectroscopic transition, see text. (For interpretation of the references to
color in this figure legend, the reader is referred to the web version of this article.)
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sults in a fluctuating momentum. But we know that the combined
effect of a trapping field and a large number of random collisions
will not cause the rms momentum to randomly walk without
bound but rather to be loosely bounded by a characteristic thermal
value,

ffiffiffiffiffiffiffiffiffi
hp2

z i
p

�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
MkBTz

p
. This is the nature of the thermal equilibra-

tion process – once an ion has developed a super-thermal momen-
tum, further collisions are biased to reduce the momentum. Since
both the phase excursion and the momentum excursion are linear
in the time-integrated axial electric field, we can estimateffiffiffiffiffiffiffiffiffiffiffiffiffi
hD/2i

q
� xrot
Erot

ffiffiffiffiffiffiffiffiffi
hp2

z i
p

�
ffiffiffiffiffiffiffiffi
kBTz
2Erot

q
. Again, as discussed in Section 4.5, if

Erot J 30kBTz, the phase fluctuations for each ion’s spectroscopic
transition will be bounded by a value less than one radian, so that
there will be no loss in spectroscopic contrast in a Ramsey-type
experiment.

The argument in the paragraph above hinges on the assumption
that the electric field arising from the ion cloud’s mean-field distri-
bution and from grazing-angle collisions is small in magnitude
compared to Erot, so that the shift in Berry energy is linear in the
axial component of the electric field. For higher values of the ion
temperature or lower values of Erot, a pair of colliding ions can
get so close to each other that the electric field is, transiently, com-
parable to or larger than Erot. We discuss the consequences in the
next subsection.
5.2. Geometric phases accumulated during an ion–ion collision

As discussed in Section 4.4, when a spin adiabatically follows a
time-varying quantization axis it acquires a geometric (Berry’s)
phase. For the eigenstates in Fig. 1b, the geometric phase factor
can be written as expð�imFAÞ, whereA is the solid angle subtended
by the contour on the unit sphere traced out by the time-varying
quantization axis. Thus, the relative phase generated between the
jF = 3/2, mF = ±3/2i states used for spectroscopy is / ¼ 3A. The con-
cern of this subsection is how ion–ion collisions cause uncontrolled
excursions of the quantization axis leading to random geometric
phase shifts and decoherence between spin states. These uncon-
trolled phase shifts will be written as D/ ¼ 3DA to distinguish them
from the calibrated geometric phases in the experiment.

The instantaneous quantization axis for the molecular ion
eigenstates is defined by the net electric field vector at the location
of the ion. During a collision, this axis is defined by the vector sum
of the rotating electric field, E

!
rot, and the ion–ion interaction elec-

tric field, E
!

ion. Both of these are time-varying vectors, however
typical ion–ion collisions have a duration short compared to the
rotation period of Erot so for the purpose of this discussion Erot will
be taken as stationary. Thus, the problem is reduced to calculating
the excursion of the quantization axis under the time variation of
Eion. A typical ion–ion collision is shown in Fig. 11a and the effect
of this collision on the quantization axis is shown in Fig. 11b.

At the temperatures of our trapped ion samples, no two ions are
ever close enough for the details of the intermolecular potential to
matter. Only monopole–monopole and monopole–dipole interac-
tions matter. Further, the translational degree of freedom may be
treated as purely classical motion in a 1/r ion–ion potential, with
the initial condition of a given collisional event characterized by
an impact parameter and relative velocity. The outcome of the col-
lision depends not only on the magnitudes of the impact parameter
and of the velocity, but also on their angles with respect to the
ambient electric bias field, Erot. Each initial condition contributes
a particular amount to the variance in the phase between the rel-
evant internal states. These contributions can be converted to par-
tial contributions to a decoherence rate, and a numerical integral
over a thermal distribution of collisional initial conditions can yield
the total decoherence rate. We have pursued this program to a
greater or lesser extent with the decoherence mechanisms dis-
cussed in this subsection and the one immediately following, but
the results are not especially illuminating and we have used them
primarily to confirm that the power-law expressions discussed be-
low represent only overestimates of the decoherence rate, and that
for experimental parameters of interest, the decoherence rate will
be conservatively less than 1 s�1.

The main question is whether T is high enough to include signif-
icant phase space for collision trajectories for which the peak value
of Eion > Erot (which is to say, large enough to transiently tip the
direction of the total field by more than a radian). If so, then a sin-
gle collision can cause decoherence and one can get a simple esti-
mate of the cross-section for decoherence simply from the size of
the impact parameter that leads to those events. There is a signif-
icant probability for collisions with Eion J Erot when

T � 18 K
Erot

5 V=cm

� �1=2

; ð86Þ

which leads to a decoherence rate

s�1 � 0:47� n
1000 cm�3


 � T
15 K

� �1=2 Erot

5 V=cm

� ��1

s�1: ð87Þ

If T is instead so low that the Coulomb barrier suppresses collisions
that could lead to a sufficiently large value of A and cause decoher-
ence with a single collision, then decoherence will arise only from
the combined effects of many collisions each causing small phase
shifts that eventually random walk the science transition into deco-
herence. In this regime, the decoherence rate falls off very fast at
low temperatures. For

T � 18 K
Erot

5 V=cm

� �1=2

; ð88Þ

typical collisions have Eion K Erot and the decoherence rate is

s�1 � 0:13� n
1000 cm�3


 � T
15 K

� �13=2 Erot

5 V=cm

� ��4

s�1: ð89Þ

Both Eqs. (87) and (89) represent conservative estimates of the
decoherence rate, and for an intermediate range of temperature,
the decoherence rate will be less than whichever estimate gives
the smaller value (Fig. 12).

5.3. m-Level changing collisions

A second source of decoherence can arise from ion–ion colli-
sions that induce transitions between internal levels of a molecule.
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Fig. 12. Inverse coherence times, s�1, due to geometric phases accumulated during
ion–ion collisions as a function of (a) collision energy in temperature units and (b)
Erot . Dotted lines are approximations given in Eqs. (87) and (89). Solid lines are more
involved estimates based on integrals over collision parameters, but are still based
on approximations so as to be conservative. The ion density was taken to be
n = 1000 cm�3.
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The dominant inelastic channel will be transitions between mF lev-
els induced by a sufficiently sudden tilt in the quantization axis de-
fined by the instantaneous local electric field. There are two
conditions for such a transition to occur: (i) the direction of the to-
tal field must change by nearly a radian or more, so that there is
significant amplitude for, e.g., an mF = +3/2 level in the unper-
turbed electric field to suddenly have non-negligible projection
on an mF = +1/2 level in the collision-perturbed field, and (ii) the
time rate of change of the electric field direction must be compara-
ble to or larger than the energy splitting between an mF = 3/2 level
and its nearest mF = 1/2 level in the field Erot.

Note that the first requirement is the same as the requirement
for picking up an appreciable single collision Berry’s phase. How-
ever, not all collisions that satisfy the first requirement will satisfy
the second requirement. In particular, if the relative velocity in a
collision is too low, then the time rate of change of the electric field
direction will be too slow to satisfy the second requirement. Thus,
given that the first requirement is satisfied, then the second
requirement will not be satisfied when

T < 5 K� Erot

5 V=cm
; ð90Þ

In this limit, the second requirement is more stringent than the first
requirement, which means that the rate of m-level changing colli-
sions will be smaller than the rate of single-collision Berry’s
phase-induced decoherence. In the opposite limit, we expect the
second requirement will be met whenever the first requirement is
met, and thus we would expect that the two channels of decoher-
ence, m-level changing and single-collision Berry’s phase, will be
comparable in magnitude.
Looking at particular collision trajectories in more detail, we see
that there are trajectories that can cause an m-level change but for
which there is no contribution to Berry’s phase because the electric
field traces out a trajectory with no solid angle (for instance, if the
classical impact parameter ~b is parallel to E

!
rot). We also note that

our formulation of the requirement of sweep rate for m-level
changing collisions neglects the fact that Eion will not only change
the direction of the total electric field ðE

!
ion þ E

!
rotÞ but also in gen-

eral will change its magnitude. For most impact parameters, the
magnitude of the total electric field will increase, thus suppressing
nonadiabatic effects. However, a narrow range of impact parame-
ters exists where the magnitude of the total electric field decreases,
thus enhancing nonadiabatic effects. However, the above scaling
laws account for the majority of collisions.

In the end, we are less interested in the actual rates than we are
in putting conservative limits on decoherence rates. For instance,
in calculating the curves in Fig. 12, we pessimistically took a
worst-case geometry, Erot ? Eion, which gives an upper limit on
the size of the effect. Thus we estimate that:


 For T < 5 K� Erot
5 V=cm the total collisional decoherence, including

both m-level-changing and Berry’s-inducing effects, will be
less than or equal to the value given by solid curves in
Fig. 12, while

 For T > 5 K� Erot

5 V=cm, the total collisional decoherence will be no
greater than twice as large as the rate indicated by those
curves.

6. Conclusions: precision and accuracy

Recall from Section 1 the three components to the sensitivity
figure-of-merit.

6.1. Coherence time

Conclusions of Sections 4 and 5: Taking into account only colli-
sional decoherence, and all the questions associated with being in
rotating fields and in trapping fields, we would anticipate a coher-
ence time longer than one second. Black-body thermal excitation
of the J = 1 rotational level will also be well over one second. Vibra-
tional black-body excitation for the v = 0 state is estimated at 6 s
for HfF+ in a 300 K environment. Thus the dominant limitation to
coherence will likely be the radiative lifetime of the 3D1 state, esti-
mated [138] at 390 ms for HfF+, and still longer for ThF+, for which
the 3D1 state is predicted to be still lower in energy. The largest
uncertainty in the lifetime calculation is the uncertainty in the
3D1 ? 1R decay energy, calculated to be 1600 cm�1 in HfF+.

6.2. Eeff

Eeff in HfF+ is calculated by Meyer and coworkers to be 30 GV/
cm [28], and by Titov et al. to be 24 GV/cm [101]. For ThF+, Meyer
calculates 90 GV/cm [28]. The uncertainties in these numbers are
hard to assess, but they are very likely accurate to better than a fac-
tor of two and, if ongoing spectroscopic studies provide experi-
mental values of hyperfine and fine structure that confirm the ab
initio values predicted by the St. Petersburg group, our confidence
in the precision of calculated Eeff will be much higher.

6.3. Count rate and summary of expected precision

We are producing HfF+ ions by photoionization in a relatively
narrow range of quantum states, and can estimate yield per quan-
tum level within the desired trapping volume at perhaps 100 ions
per shot, but we have just begun to characterize the efficiency of
the process and very little optimization has been done. Our design
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efficiency for reading out spin states of trapped ions via laser-
induced fluorescence (LIF) is 4%, but that has not been verified
yet. With a large uncertainty, then, we may detect about one ion
per shot with four shots per second. Overall, precision in 1 h could
be about 10 mHz. For 10 h of data, we anticipate (very roughly) a
raw precision at 5 � 10�28 e cm in HfF+, and 1.5 � 10�28 e cm in
ThF+. We are investigating several more efficient alternatives to
LIF for spin readout, including in particular resonantly enhanced
photodissociation or second photoionization. Even if we detect as
many as four ions in a shot, single shot precision will be no better
than 300 mHz, which sets a relaxed requirement for suppressing
experimental shot-to-shot noise.

6.4. Accuracy, systematic error

We have not completed a systematic study of the consequences
of all possible violations of reflection symmetry in the trapping
fields, but work in this direction is ongoing.

For now, we make the following three observations:

(i) For the field asymmetries we have analyzed to date, realistic
estimates for the magnitude in as-constructed field imper-
fections lead to systematic errors on the order of a few
10�29 e cm or less. While this is not yet as accurate as our
ultimate ambitions, it would represent roughly a factor of
thirty improvement on the existing best experimental limit.

(ii) Asymmetries analyzed to date lead to systematic errors
whose signs reverse when the direction of rotation xrot

reverses. If we combine measurements made with clockwise
and counterclockwise field rotation, the errors vanish. Ide-
ally, we’d like to design sufficient accuracy into the experi-
ment so that the chop in field rotation is not needed to
achieve desired accuracy, but as a practical matter we will
of course run the experiment both ways, averaging the
results to get ultimate accuracy, and differencing them to
diagnose experimental flaws.

(iii) Auxiliary measurements are envisioned to characterize and
shim out flaws in the as-constructed trap. For instance, we
plan to be able to shim the equilibrium position of the ion
cloud up and down along the trap axis, and at each location
measure the energy difference Eb � Ed. Unlike Ea � Eb, Eb � Ed

is highly electric-field sensitive. The result will be a precise
measurement of any spatial gradient in Erot.

(iv) All systematic errors we have analyzed to date have strong
dependencies on quantities such as xrot; Brot; Erot, and on
the ion-cloud temperature and density, and the trap confin-
ing frequencies. A true signal from a nonzero value of de will
be largely independent of all those quantities. We anticipate
making a number of auxiliary measurements with the
experimental parameters tuned far away from their optimal
values to deliberately exaggerate the size of systematic
errors and allow us thus to characterize their dependencies
in less integration time than that required for ultimate sen-
sitivity. Even so, and as is often the case in precision mea-
surement experiments, sensitivity and accuracy are
coupled. To the extent we can measure de to high precision
at many combinations of experimental parameters, we will
better be able to detect and reject false signals.

We believe the experiment as we have described it should have
the capability to improve the limit on the electron’s electric dipole
moment to 10�29 e cm. As of this writing, the largest contribution
to the uncertainty in our ultimate capability has to do with un-
known efficiencies of state preparation and read out. More special-
ized publications from our group addressing progress in these
areas are forthcoming.
6.5. Summary

Until now, molecular ions have not been viable candidates for
symmetry violation searches largely due to the fact that applying
electromagnetic fields to manipulate the internal states of the mol-
ecule would also violently perturb the translational motion of the
ions. In this work, we have proposed a technique to overcome this
obstacle – namely applying an electric field that rotates at radio fre-
quencies. The specifics of performing high-resolution electron spin
resonance spectroscopy under these conditions were analyzed. In
particular, we have shown that a significant advance towards
detecting the permanent electric dipole moment of the electron
can be made by probing the valence electrons in a ground or meta-
stable 3D1 level of an ensemble of trapped diatomic molecular ions.

7. Note added in proof

Since the submission of this work, a new experimental limit on
the electric dipole moment of the electron has been achieved using
YbF molecules: jdej < 10:5� 10�28 e cm [139].
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Appendix A. Typical experimental parameter values

deEeff ¼ 2p� 0:36 mHz, transition energy between mF = +3/2
and mF = �3/2 states in ThF+ if de = 1.7 � 10�29 e cm.

dmf = +1.50 a.u. �2p � 2 MHz/(V/cm), electric dipole moment of
HfF+ in the molecular rest frame.
Erot ¼ 5 V=cm, rotating electric field.
xrot = 2p � 100 kHz, frequency of rotating electric field.
Erot = 1800 K, typical kinetic energy in rotational micromotion.
rrot=0.6 mm, radius of circular micromotion.
dmfErot ¼ 2p� 10 MHz.
(3/2)cF¼3=2dmfErot ¼ 2p� 5 MHz, Stark shift of mF = ±3/2 states
of 3D1 levels in rotating electric field.
xef = 2p � 10 kHz, K-doublet splitting between opposite parity
3D1 J = 1 states.
gF = 3/2 = 0.03, magnetic g-factor in 3D1 mF = ±3/2 states.
Brot = 70 lG, rotating magnetic field.
3gFlBBrot ¼ 2p� 8 Hz, Zeeman splitting between mF = +3/2 and
mF = �3/2 states due to Brot.
dgF = 3/2/gF = 3/2 � 3 � 10�4, fractional difference of magnetic g-
factor for upper and lower levels, for parameters shown in
Appendix A.
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D � 2p � 2 Hz, splitting at the avoided crossing between
mF = +3/2 and mF = �3/2 levels, for parameters shown in Appen-
dix A.
B? ¼ 25 mG, anticipated scale of transverse magnetic field.
r = 0.5 cm, characteristic rms radius of trapped ion cloud.
T = 15 K, characteristic temperature of trapped cloud.
xi = 2p � 1 kHz, typical trap confining frequency.
Ez ¼ 5 mV=cm, typical axial electric field applied for
confinement.
Erf ¼ 75 mV=cm, typical Paul trap electric field strength, at typ-
ical cloud radius.
hErfi ¼ 5 mV=cm, typical radial confining electric field, averaged
over one Paul cycle.
xrf = 2p � 15 kHz, typical ‘‘rf freq’’ for Paul trap.
Erf = 15 K, typical kinetic energy in Paul micromotion.
Ehf = 2p � 45 MHz, hyperfine splitting between F = 1/2 and
F = 3/2 states of 3D1 J = 1 level.
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